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1.0 INTRODUCTION

1.1 Background

This report constitutes one of the deliverables associated with the second phase of C-FER’s
ongoing joint industry program on risk-based optimization of pipeline integrity maintenance
activities. The goal of this phase of the program is to develop specific models and software
tools that can assist pipeline operators in making optimal decisions regarding integrity
maintenance activities for a given pipeline or pipeline segment. A risk-based approach is used
which measures the benefits associated with a given integrity maintenance action in terms of its
impact on the risk associated with operation of the pipeline.

Implementation of a risk-based approach, as envisioned in this program, requires quantitative
estimates of both the probability of line failure and the adverse consequences associated with
line failure should it occur. There is considerably uncertainty associated with the assessment of
both the probability and consequences of line failure. To find the optimal set of integrity
maintenance actions, in the presence of this uncertainty, a probabilistic optimization
methodology based on the use of decision influence diagrams has been proposed. An
introduction to this analysis approach and the reasons for its selection are given in a previous
report prepared under the first phase of this program (Stephens et al. 1994).

Failure probability estimation, and assessment of the effect of various integrity maintenance
action on the failure probability will require the development of separate influence diagrams
each tailored to address the parameters and uncertainties associated with a specific failure cause
or mechanism (e.g. corrosion, ground movement). However, central to the proposed decision
analysis approach is a probabilistic failure consequence assessment module that will estimate
the impact of pipeline failure, regardless of cause, on public safety, the environment, and
financial cost to the operator. Therefore, as a logical first step in the implementation of the
proposed methodology, a pipeline failure consequence assessment model has been developed
within the context of a decision analysis influence diagram. In the context of this consequence
oriented influence diagram the probability of pipeline failure is treated as an uncertain, but
directly quantifiable, parameter.

1.1
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Based on the assumption that, failure probability estimates can be obtained from elsewhere,
(e.g. from historical failure rate data) the consequence oriented influence diagram can be used
to perform comprehensive risk assessments and/or for decision making provided that the
failure probabilities associated with candidate integrity maintenance strategies are known form
previous experience.

1.2  Objective and Scope

This report describes the conseguence assessment model that has been developed to quantify,
assess and combine the life safety, environmental, and economic consequences of pipeline
failure. The consequence model is developed within the context of a decision influence
diagram that incorporates integrity maintenance decisions and associated failure probabilities as
well as a formal method of determining the optimal choice associated with the required
decision. The basic structure of the consequence oriented decision influence diagram described
herein is based largely on the findings of a report prepared under a previous phase of this
program (Stephens et al. 1994). This document provides a detailed technical description of
the influence diagram parameters and the basis for their calculation. The steps involved in
solving a decision influence diagram are described in detail in a separate report prepared under
this phase of the research program (Nessim and Hong 1995).

1.2
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2.0 THE DECISION ANALYSIS INFLUENCE DIAGRAM

2.1 Review of Diagram Representation and Terminology

A decision influence diagram is a graphical representation of a decision problem that shows the
interdependence between the uncertain quantities that influence the required decision(s). A
diagram consists of a network of chance nodes (circles) that represent uncertain parameters and
decision nodes (squares) that represent choices that are to be made. A decision influence
diagram will also contain a value node (rounded square) that represents the objective or value
function that is to be maximized to reveal the optimal set of choice(s) associated with the
required decision(s).

All of these nodes are interconnected by directed arcs or arrows that represent dependence
relationships between node parameters. Chance nodes which receive solid line arrows are
conditional nodes meaning that the node parameter is conditionally dependent upon the values
of the nodes from which the arrows emanate (i.e. direct predecessor nodes). Chance nodes
which receive shaded and/or dashed line arrows are functional nodes meaning that the node
parameter is defined as a deterministic function of the values of its direct predecessor nodes.
This means that conditional node parameters must be defined explicitly for all possible
combinations of the values associated with its direct conditional predecessor nodes whereas
functional node parameters are calculated directly from the values of preceding nodes. The
symbolic notion adopted in the drawing of the influence diagrams presented in this report, and
a summary of diagram terminology are given in Figure 2.1.

It is noted that the number and type (i.e. conditional vs. functional) of chance nodes within a
diagram has a significant impact on the amount of information that must be specified to solve
the diagram and way in which the diagram is solved. A more detailed discussion of the steps
involved in defining and solving decision influence diagrams, and a more thorough and
rigorous set of node parameter and dependence relationship definitions is presented in a
separate report prepared under this phase of the research program (Nessim and Hong 1995).
Subsequent discussions assume the reader is familiar with the concepts described in that report.

2.1




CENTRE FOR FRONTIER ENGINEERING RESEARCH

The Decision Analysis Influence Diagram

22  The Influence Diagram

The basic node influence diagram for consequence evaluation, as developed in this project and
implemented within a general decision analysis influence diagram framework, is shown in
Figure 2.2. Each node in the basic node diagram is associated with a single uncertain
parameter. All nodes with the exception of the Choice node (node 1), the Pipe Performance
node (node 3) and the Maintenance Cost node (node 8.1), are directly associated with the
pipeline failure consequence assessment model. The Pipe Performance node, which
characterizes the pipeline failure probability, is includes to facilitate the calculation of risk (i.e.
probability times consequences) and the Choices node, together with the associated
Maintenance Cost node, are included to form a true decision analysis influence diagram in
which the value associated with each choice can be calculated at the Value node to determine the
optimal decision.

Each node in the basic node influence diagram shown in Figure 2.2 represents a single
uncertain parameter (or random quantity) that is characterized by a either a discrete or
continuous probability distribution. This report defines each node parameter and explains the
calculations that are required at the nodal level to determine the value of each basic node
parameter in terms of the values associated with all immediate predecessor nodes. It is noted
that to solve the decision analysis influence diagram to arrive at the optimal decision, the node
parameters must be defined for all possible combinations of direct conditional predecessor node
parameters. The probability distribution of each node parameter will be calculated using
appropriate probability integration methods as the diagram is solved. The probability
integration approach is common to all nodes and a complete discussion of the diagram
calculation methodology is given in a separate report prepared under this program (Nessim and
Hong 1995).

The basic node diagram shows all of the uncertain parameters that have been identified as
having a potentally significant impact on the decision analysis problem. The diagram consists
of 28 nodes and a larger number of functional and conditional dependence arrows. At first
glance the flow of information and the relationships between parameters illustrated by the basic
node diagram are rather difficult to follow and understand. If, however, the various basic
nodes are collected into groups of similar-type parameters, the resulting compound node

2.2
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influence diagram shown in Figure 2.3, is by comparison much easier to follow and provides
a clearer understanding of the interdependencies between the various node parameters (or in
this case parameter groups). The compound node influence diagram and the reduced set of 11
node groups identified within will form the basis for the outline of the remainder of the report
with a separate section of the document being allocated to a discussion of the parameters
associated with each node group as follows:

Report Section ~ Node Group
3.0 Choices (node group 1)
4.0 Conditions at Failure (node group 2)
5.0 Pipe Performance (node group 3)
6.0 Release Characteristics (node group 4)
7.0 Hazard Type (node group 5)
8.0 Number of Fatalities {(node group 6)
9.0 Spill Characteristics (node group 7)
10.0 Repair and Interruption Costs {node group 8)
11.0 Release and Damage Costs (node group 9)
12.0 Total Cost (node group 10)
13.0 Value (node group 11)

2.3



Node Notation

Dacision node:

Chance node:

Value nodae:

Arrow Notation

SR Solid Line arrow:

Shaded and/or

]
Other Terminology

Predecessor to node A :
Successor to node Al
Functional predecassor:
Conditional predacessor:

Direct predecessor to A:
Direct succassor to AZ

Direct conditional predecessor to A:
{A must be a functional node}
Functional node:

Conditional node:

Crphan node:

Dashed Line Arrow:

indicates a choice io be made

indicates uncenain parameter or event (discrete or continuous)

Indicates the criterion used to evaluate consequences

Indicates probabilistic dependence

Indicates functional dependence

Node from which a path leading to A begins

Node to which a path leading 1o A begins

Predecessor node from which & functional arrow emanates
Predocessor node from which a conditional arrow emanates

Predecessor node that immediately precedes A
{i.e. the path from it 1o A does not contain any other nodes)

Successor node that immediately succeeds A
{l.e. the path from A to it does not contain any other nodes)

A predecessor node from which the path to node A contains
only one conditional arrow (may contain functional arrows)

A chance node that receives onily functional arrows
A chance node that receives only conditional arrows

A node that does not have any predecessors

Figure 2.1 Influence Diagram Notation and Terminology
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3.0 CHOICES

The first node in the decision influence diagram is the Choices node, which constitutes the one
decision node in the diagram developed for this project. It is shown in highlighted versions of
the compound node influence diagram in Figures 3.1 and the basic node influence diagram in
Figure 3.2.. The specific Choices node parameter is the discrete set of integrity maintenance
options or choices, selected by the decision maker and identified by name or number, that are
to be evaluated by the influence diagram. Being the first node in the diagram, the Choices node
has no predecessors (i.e. it is an orphan node) which implies that the set of choices specified
for consideration do not depend on any other parameters or conditions.

3.1



- N
e %&ff(s;?é { isésm m‘iiék &)mu 3 ;
{2} /é:%%% ~¢. g t\k oy

p
g f
A
; ?‘?@é‘ﬁ:’?m“’ w“'w’;;‘ ; 3"3&3& ﬁiﬁ s
{ ﬁ?%&fﬁﬁ@c"u % :
%2 WMs*:ﬁ j " E,%
§ 43 Y ’

?‘% ?ﬁmﬁw & Hogede ™ 5
?mgm ! ( R & iﬂ%ﬁrwgﬁ%
i Fataiifos ; sy /

f§ \ m, i3

Figure 3.1 Compound node influence diagram highlighting Choices node group




apou saotoy) Suny3ysy weiderp aduanjjul apou oiseyg 7°¢ 203y

SN
TR

o [RUORRINA
- euonipung

maﬁ.ﬁﬁ

N, s

SN T /TW
s o
iy

e B0 N MR
SO ,,w/ N

{mngon §
//ész i

Ny

. 4 T — N
e ETR T TR
;%%%3‘)., el ey
} Luoseng |

sy

A N

N e
thisay

Yy
wavy




CENTRE FOR FRONTIER ENGINEERING RESEARCH

Conditions at Failure

40 CONDITIONS AT FAILURE

4.1 Overview

The Conditions at Failure node group (group 2) is shown in a highlighted version of the
compound node influence diagram in Figure 4.1. This node group involves parameters that are
associated with conditions on or around the pipeline that exist at the time and location of
failure. The relevant conditions include parameters that reflect the weather conditions at the
time of line failure (i.e. season, ambient temperature, atmospheric stability and wind direction),
the product type carried in the line at the time of failure, and the specific pipeline segment and
the location along the segment where failure occurs. The individual parameters associated with
the Conditions at Failure node group, as identified by the shaded nodes in a highlighted version
of the basic node influence diagram shown in Figure 4.2, are discussed in the following

sections.

4.2 Season

The Season node (node 2.1) is shown in a highlighted version of the basic node influence
diagram in Figure 4.2. The specific Season node parameter is the season at time of failure
(Season). In the context of this project, the parameter is defined by a discrete probability
distribution that can take one of two possible values: 'summer’ or 'winter'. The basic node
influence diagram shows that Season has no predecessor nodes and is therefore not dependent
on any other parameters or conditions.

Definition of the node parameter requires specification of the percentage of time during the year
when summer and winter conditions apply. The discrete probability distribution for Season is
calculated directly from this information by assuming that failure is equally likely to occur at
any time in the year. The probability of a given season at failure is therefore set equal to the
percentage of time that the time the season is specified to apply.

It is noted that in the context of this project winter is defined as the period during which the
ground and/or water surface are assurmed to be frozen. This approach to season definition was

4.1
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adopted primarily to accommodate the subsequent calculation of dependent node parameters
relating to liquid spill clean-up efficiency and clean-up cost, both of which are assumed to be
dependent on whether or not the ground surface is frozen.

The information required to define the node parameter is location specific. Summer (unfrozen
ground) and winter (frozen ground) percentages must therefore be established on a site by site
basis using historical information on freezing degree-days for the pipeline location in question.
This information can be obtained from historical weather data summaries (e.g. Environment
Canada 1984) or directly from local offices of the Atmospheric Environmental Services
department of Environment Canada. An example of the form and content of the information
that must be specified to define the node parameter is shown in Table 4.1.

43 Amblent Temperature

The Ambient Temperature node (basic node 2.2) and its direct predecessor node are shown in a
highlighted version of the basic node influence diagram in Figure 4.2. The specific node
parameter is the average hourly air temperature at the time of failure (T,). The predecessor
node arrow indicates that Ambient Temperature is a conditional node meaning that the value of
the node parameter is conditionally dependent upon the value of its direct predecessor node
which is Season. The Ambient Temperature node parameter must therefore be defined
explicitly for all possible values associated with the Season node parameter. In the contest of
this project the node parameter is defined, for each Season (i.e. summer and winter), by
specifying a continuous probability distribution for the average hourly air temperature.

It is noted that average hourly temperature was chosen as the most appropriate ambient
temperature measure because product release hazards associated with pipeline failure (e.g.
vapour cloud formation and dispersion, jet fires, etc.) are typically associated with a duration
measured in terms of minutes or hours.

The information required to define the node parameter is highly location specific. The
probability distribution of average hourly temperature should therefore be established on a site
by site basis using historical temperature data for the pipeline location in question. This
information can be obtained from historical weather data summaries (e.g. Environment Canada

4.2
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1984) or directly from local offices of the Atmospheric Environmental Services department of
Environment Canada. An example of the form and content of the information that must be
specified to define the node parameter is shown in Table 4.2.

44  Atmospheric Stability

The Atmospheric Stability node (basic node 2.3) and its direct predecessor node are shown in a
highlighted version of the basic node influence diagram in Figure 2.7. The specific node
parameter is the atmospheric stability class and associated mean hourly wind speed at time of
failure (Scrass, 4a). The predecessor node arrow indicates that Atmospheric Stability is a
conditional node. The value of the node parameter set is therefore conditionally dependent
upon the values of its direct predecessor node, Season. The node parameter set must therefore
be defined explicitly for all possible values associated with the Season node parameter. In the
context of this project the Atmospheric Stability node parameter set is defined, for each Season
(i.e. surnmer and winter), by specifying a discrete probability distribution for stability class and
wind speed that can take any of six specific values. '

The admissible set of parameter values is based on an atmospheric stability classification
system developed by meteorologists that can be used to characterized the dilution capacity of
the atmosphere; dilution capacity being important because it has a significant effect on the
downwind and cross-wind extent of a gas or vapour plume resulting from product release.
The system involves six stability classes (A’ through 'F') that reflect the time of day, strength
of sunlight, extent of cloud cover, and wind speed.

+ Classes A, B, and C are normally associated with daytime ground level heating that
produces increased turbulence (unstable conditions).

« (Class D is associated with high wind speed conditions that result in mechanical
turbulence (neutral conditions).

+ Classes E and F are associated with night-time cooling conditions that result in
suppressed turbulence levels (stable conditions).

The information required to define the node parameter is highly location specific. The
probability distribution of atmospheric stability classes and associated hourly wind speeds
should therefore be established on a site by case site using historical weather data for the

4.3
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pipeline location in question. This information can be obtained from local offices of the
Atmospheric Environmental Services department of Environment Canada. An example of the
form and content of the information that must be specified to define the node parameter is
shown in Table 4.3.

4.5 Wind Direction

The Wind Direction node and its direct predecessor node are shown in a highlighted version of
the basic node influence diagram in Figure 4.2. The specific node parameter is the wind
direction at time of failure (6,). The predecessor node arrow indicates that Wind Direction is a
conditional node meaning that the parameter value is conditionally dependent upon the value of
its direct predecessor node, Season. The Wind Direction node parameter must therefore be
defined explicitly for all possible values associated with the Season node parameter. In the
context of this project the node parameter is defined, for each Season (i.e. summer and winter),
by specifying a discrete probability distribution for wind direction that can take any of eight
specific values, each corresponding to a 45 degree quadrant of compass direction (i.e. N, NW,
W, SW, §, SE, E, NE).

The information required to define the node parameter is highly location specific. The
probability distribution of wind direction should therefore be established on a site by site basis
using historical weather data for the pipeline location in question. This information can be
obtained from historical weather data summaries (e.g. Environment Canada 1984) or directly
from local offices of the Atmospheric Environmental Services department of Environment
Canada. An example of the form and content of the information that must be specified to
define the node parameter is shown in Table 4.4.

4.6 Product

4.6.1 Node Parameter

The Product node (node 2.5) is shown in a highlighted version of the basic node influence
diagram in Figure 4.2. The diagram indicates that Product has no predecessor nodes and is
therefore not dependent on any other parameters or conditions. The specific Product node
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parameter is the product type at time of failure (Product) which is defined by a discrete
probability distribution that can take one of a number of values depending on the number of
products carried in the pipeline.

Definition of the node parameter requires specification of the different products carried in the
pipeline and the percentage of time during the year that the line is used to transport each
product. The discrete probability distribution for Product at failure is calculated directly from
this information by assuming that failure is equally likely to occur at any time in the year. The
probability of a given product type is therefore set equal to the percentage of the time that the
pipeline is specified to carry that product.

The information that must be specified to define the node parameter will obviously be pipeline
specific. An example of the form and content of the required information is shown in Table
4.5.

It is noted that the adopted approach to product definition enables the decision analysis model
to handle single-product as well as multiple-product pipelines. In addition, the influence
diagram developed for consequence assessment has been designed to handle a broad range of
petroleum hydrocarbon products. However, the emphasis in the development of product
release, release hazard models, and hazard impact assessment models has been on single-phase
gas and liquid products typically transported by natural gas transmission lines, crude oil trunk
lines and refined product pipelines (excluding petrochemicals).

4.6.2 Deterministic Data Assoclated with the Product Node Parameter

Parameters associated with nodes that are dependent on the Product node will depend not just
on product type but also on the specific values of the physical properties associated with each
specified product type. The physical properties relevant to the consequence assessment model
(in particular the release rate and release volume models) are listed in Table 4.6. This
supplementary product data does not constitute an additional set of influence diagram
parameters but rather it represents a set of deterministic data that must be available to all nodes
in the influence diagram that require specific product property information to facilitate
evaluation of a node parameter. The particular set of physical properties made available to the
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diagram for subsequent calculation will depend on the product type identified at the Product
node.

As part of this project a list was developed of petroleum gas and liquid products (or product
groups) that are typically transported by transmission-type pipelines and for each group a
representative hydrocarbon compound (or set of compounds) was identified. This information
is summarized in Table 4.7. According to U. S. Federal Regulatory Commission data (Rusin
and Savvides-Gellerson 1987) the identified product groups represent greater than 95% of all
liquid products transported by pipeline in the United States; similar figures are assumed to
apply in Canada. With regard to natural gas it is noted that sour gas (i.e. natural gas containing
hydrogen sulphide) has been excluded on the basis that is not usually carried in transmission-

type pipelines.

For the representative hydrocarbon compound(s) associated with each of the product groups
identified in Table 4.7 a product database was developed that includes relevant physical
properties. The database of physical properties associated with each product group is given in
Table 4.8. A discussion of the reference sources used to develop the physical property
database and the approach used to select representative hydrocarbons for each product group is
given in Appendix A.

47 Segment

4.7.1 Node Parameter

The Segment node is shown in a highlighted version of the basic node influence diagram in
Figure 4.2. The diagram indicates that Segment has no predecessor nodes and is therefore not
dependent on any other parameters or conditions. The specific Segment node parameter is the
designation of the segment of pipeline which contains the failure location (Segment). Itis
defined by a discrete probability distribution that can take any number of values depending on
the number of distinct segments that are defined along the length of the pipeline.

Note that in the context of this project, a segment is defined as a length of pipeline, over which
the system attributes that are relevant to failure consequence assessment are taken to be
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constant. Definition of the node parameter therefore requires the specification of all relevant
pipeline system attributes along the entire length of the pipeline. From this information the
pipeline is sub-divided into distinct segments, each segment being defined by a common set of
attribute values. The length associated with each segment is then calculated and from this
information and the discrete probability distribution for Segment at failure is calculated by
assuming that failure is equally likely to occur at any point along the length of the pipeline. The
probability of failure associated with a given segment is therefore set equal to the segment
length divided by the total length of the pipeline.

As stated, the Segment node parameter is the designation of the segment involved in the failure
event, however, the segment identification simply serves to identify which set of deterministic
system attribute values are to be associated with the failure location.

4,7.2 Deterministic System Attributes Assoclated with the Segment Node
Parameter

In the context of this project and the influence diagram developed herein, the attributes chosen
to collectively define a pipeline segment include parameters that characterize the following:

» the geometric, mechanical and operational properties of the pipeline;
« the land use, population density, and development density adjacent to the pipeline;

« the topographical and geotechnical character of the right-of-way and surrounding area
as it affects the potential impact of liquid product spilis on the environment; and

« the character of ecosystems in proximity to the pipeline and the sensitivity of these
systems to damage caused by liquid product spills.

The specific set of attributes that must be specified to define a segment are listed in Tables 2.9a
and 2.9b. The Table 2.9a indicates how each attribute is defined and identifies which attribute
sub-sets are required for the assessment of each of the three basic consequence components
addressed by the influence diagram (i.e. life safety, environmental damage and financial cost).
More specifically, Table 2.9b identifies the sub-set of attributes that are required to define the
parameters associated with each node in the influence diagram that are dependent upon the
segment node.
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It is noted that a significant number of the pipeline system attributes identified in Table 2.9 are
defined by a discrete set of predefined choices. The basis for the list of choices developed for
each attribute will be explained in the context of describing the calculation procedure for node
parameters that depend on these particular attributes in later sections of the report.

It is emphasized that, as is the case for the physical properties associated with each Product, the
pipeline system attribute data described above does not constitute a set of additional influence
diagram parameters but rather it represents as additional set of deterministic data that is
available to all nodes in the influence diagram that require specific system attribute information
to facilitate calculation of a node parameter. The particular set of pipeline system attribute
values made available to the diagram for subsequent calculation will depend on the segment
identified at the Segment node.

4.8 Fallure Location

4.8.1 Node Parameter

The Failure Location node and its direct predecessor node are shown in a highlighted version
of the basic node influence diagram in Figure 4.2. The specific node parameter is the location
of the point of line failure along a given segment (Lg). The predecessor node arrow indicates
that Failure Location is a conditional node with the parameter being dependent upon the value
of its predecessor node, Segment. In the context of this project the Failure Location node
parameter is defined, for each Segment, by a continuous probability distribution of the distance
along the length of the segment to the point of failure that can take any value between zero and
the length of the segment. It is assumed that failure is equally likely to occur anywhere along
the length of any given segment. The continuous probability distribution of failure location
along a given segment is therefore taken to be uniform.

As stated, the Failure Location node parameter is the designation of the location of the point of
line failure on a given segment, however, the identification of the failure location simply serves
to identify the value of certain deterministic pipeline system attributes that vary continuously
along the length of the pipeline and which by their continually varying nature do not lend
themselves to characterization on a segment by segment basis.
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4.8.2 Deterministic System Attributes Assoclated with the Fallure Locatlon Node
Parameter

In the context of this project and the influence diagram developed herein, the continuously
varying pipeline system attributes that are required to complete the definition of the
deterministic parameters associated with the pipeline system are:

» the elevation profile, and
+ the operating pressure profile.

These continuously varying system attributes are shown in Tables 2.9a and 2.9b together with
the other system attributes that are taken to be constant along the length of each segment.
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Season Percentage of Time

Summer (unfrozen) 58%

Winter (frozen) 42%

Table 4.1 Example of Summer and Winter Season Duration
(Edmonton, Alberta)




Season Ambient Temperature (°C)

Summer normal distribution (mean =12, standard deviation= 9}

Winter normal distribution (mean =-9, standard deviation= 9)

Table 4.2 Example of probability distributions for ambient air temperature
(Edmonton, Alberta)




Stability Class Mean Wind speed (m/s) | Fequency of Occurence
Class A 0.1 0.01
Class B 1.7 0.07
Class C 2.7 0.12
Class D 4.9 0.44
Class E 3.1 0.14
Class F 1.4 0.22

Table 4.3 Example of frequency of occurance of atmospheric stability classes and
associated mean wind speeds (Edmonton, Alberta)




Wind Direction Frequency of Occurence

North 0.09
North East 0.04
East 0.07

South East 0.15
South 0.22
South West 0.10
West 0.19

North West 0.14

Table 4.4 Example of frequency of occurance of wind direction
(Edmonton, Alberta)




Product Percentage of Time

Propane 25
Butane 25
Condensate (i.e. pentanes) 50

Table 4.5 Example of product breakdown for HVP liquids pipeline




No. | Physical Property Symbeol Units
1 {.ower Flammability Limit Cift (vol.)
2 | Heat of Combustion He J/kg
3 Heat of Vaporization Hvap Jikg
4 | Molecular Weight molwt g/mol
5 Critical Pressure Pc Pa
6 | Specific Gravity Ratio SGR
7 Specific Heat of Liquid SHL Jikg=°K
8 Specific Heat Ratic of Vapour SHR
9 i Normal Boiling Point Tb K

10 | Critical Temperature Te K
1ta { Vapour Pressure Constants VPa

11b VPb

iic VPe

11d VPd

112 | Explosive Yield Factor ¥f

13 | Kinematic Viscosity Vs cs

Table 4.6 Physical properties of products required for consequence model evaluation




Fraction Product Group Carbon Range | HRepresentative
Hydrocarbon
Natural Gas methane C1t CH4 (methane)
Natural Gas Liquids ethanes Co CoHg (ethane)
propanes Ca CaHg (n-propane)
butanes Cyq C4H1g (n-butane)
pentanes (condensate) Cs (C3-Csh) CsHyz {n-pentane)
Gasolines automotive gasoline Cs5-Cio CgHia
avigtion gas (n-hexane)
Kerosenes jet fuel (JP-1) Cg-Cisg CqyoHog
range oil (Fuel Qi - 1) {n-dodecane)
Gas Qils heating oif (Fuel Gil - 2) Co-Cig CigHag
diesel oit (Fuel Qil -20) (n-hexadecane)
Crude Oils Cg* CigHszs

(n-hexadecane)

Table 4.7 Representative petroleum product groups transported by pipeline
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5.0 PIPE PERFORMANCE

5.1 Node Parameter

The Pipe Performance node group (group 3) is shown in a highlighted version of the
compound node influence diagram in Figure 5.1. The node group consists of a single node
called Pipe Performance (node 3) which is shown together with its direct predecessor nodes in
a highlighted version of the basic node influence diagram in Figure 5.2. The predecessor node
arrows indicate that Pipe Performance is a conditional node meaning that the value of the node
parameter is conditionally dependent upon the values of its direct predecessor nodes which
include Choices and Segment. The Pipe Performance node parameter must therefore be
defined explicitly for all possible combinations of the values associated with the Choice and
Segment nodes. In the context of this project the Pipe Performance node parameter is defined
by a discrete probability distribution for pipe performance that can take any of four possible
states defined as:

* safe (safe);

« small leak (smleak);

+ large leak (Jgleak); and
* rupture (rupture).

Note that a small leak is assumed to involve a small hole and a corresponding low product
release rate which does not generally result in particularly damaging release hazards or
significant failure related costs. A large leak, involving a significant hole size, and a rupture,
involving unconstrained product release from one or both ends of a pipeline, are typically
associated with high release rates, particularly damaging release hazards, and significant failure
costs. The distinction between large leaks and ruptures is considered necessary mainly to
acknowledge the order of magnitude differences in release characteristics and their associated
effects on the relative probability of occurrence of various release hazards.

Definition of the Pipe Performance node parameter requires the specification of annual failure
rates (i.e. annual rates of failure per unit length of pipeline for failure by small leak, large leak,

and rupture) for each integrity maintenance action choice. The discrete probability distribution

5.1
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of pipe performance is calculated directly from this information for each segment by
multiplying the specified failure rates by the segment length to arrive at an annual probability of
occurrence of small leaks, large leaks, and ruptures. The probability of safe performance (i.e.
no leaks or ruptures) is set equal to 1 minus the sum of the leak and rupture failure
probabilities.

The information required to define the node parameter is obviously pipeline specific. In fact,
the basis for future projects in the current Joint Industry Program will be to develop models
that will facilitate the estimation of pipe performance (i.e. failure rates) as a function of pipeline
segment attribute sets and choices regarding integrity maintenance actions. Within the context
of the current project, however, failure rates are assumed to be constant along the entire length
of the pipeline under investigation (i.e. constant for all segments generated by the Segment
node), and the effect of integrity maintenance actions on failure rates are assumed to be
addressed by defining appropriate failure rate estimates for each integrity maintenance option
identified at the choice node.

Note that the assumption that probability of failure is equal to failure rate times segment length
is a valid approximation of the pipeline failure process, which is typically assumed to be
random in time and space and therefore characterized by a Poisson process (see for example,
Ang and Tang, 1975), as long as the product of failure rate and segment length remains small
(i.e. significantly less than 1). If the product of failure rate and segment length exceeds about
0.2 the error in the annual failure probability estimation will start to become significant (i.e.
will exceed 10%).

Note also that historical pipeline failure incident data, for selected failure causes such as
external metal loss corrosion and outside force (third party damage), suggests that line failure is
more likely to occur in the spring or summer season when the ground is unfrozen and activity
levels in the vicinity of the pipeline are generally higher. This seasonal variation in failure
probability is not reflected in the structure of the current influence diagram (i.e. there is no
conditional dependence arrow from season to pipe performance) to reduce diagram complexity
and computational effort and because quantitative information on the seasonal variation in
faiture probability is not readily available.

5.2
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82 Fallure Rate Estimates

As part of this project a review of pipeline incident data and statistical summary reports was
carried out to facilitate the development of a set of reference failure rates that could be taken to
be representative of natural gas, crude oil and petroleum product pipelines as a whole. It is
intended that this set of reference failure rates can serve to provide an indication of the relative
likelihood of leaks and ruptures, and also serve as a reasonable first approximation of failure
rates for average pipeline systems.

The set of reference failure rates developed from the literature review are given in Table 3.1.
The rates are based primarily on a statistical summary of natural gas and crude oil pipeline
performance in Alberta prepared by the ERCB for the ten year period from 1983 to 1992
(Cassley et al. 1994), supplemented by historical information compiled by British Gas on the
relative frequency of small leaks, large leaks, and ruptures (Fearnehough 1985). A detailed
discussion of the basis for the failure rates given in Table 3.1 is provided in Appendix B
together with a comparison of reference rates with historical failure rate data reported by other
pipeline regulatory agencies and industry associations.

5.3
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Failure Mode

Failure Rate

Relative Frequency

(per km-year) (%)

Small Leak 8.7 x 104 87

Large Leak 1.0 x 104 10
Rupture 0.3 x 104 3

Combined Leak & Rupture 1.0 x 103 100

Table 5.1 Reference failure rates for petroleum gas and liquid pipelines




CENTRE FOR FRONTIER ENGINEERING RESEARCH

Release Characteristics

6.0 RELEASE CHARACTERISTICS

6.1 Overview

The Release Characteristics node group (group 4) is shown in a highlighted version of the
compound node influence diagram in Figure 6.1. This node group involves parameters that are
associated with the rate and volume of product that is released from a pipeline at the time of
failure. The individual parameters associated with the Release Characteristics node group, as
identified by the shaded nodes in a highlighted version of the basic node influence diagram
shown in Figure 6.2, are discussed in the following sections.

6.2 Hole size

6.2.1 Node parameter

The Hole Size node and its direct predecessor node are shown in a highlighted version of the
basic node influence diagram in Figure 6.2. The specific node parameter is the effective hole
diameter associated with line failure (d)). The predecessor node arrow indicates that Hole Size
is a conditional node meaning that the parameter value is conditionally dependent upon the
value of its direct predecessor node, Pipe Performance. The Hole Size node parameter must
therefore be defined explicitly for all possible values associated with the Pipe Performance
node parameter. In the context of this project the node parameter is defined, for each Pipe
Performance state (i.e. safe, small leak, large leak, and rupture), by specifying a continuous
probability distribution for the effective hole diameter.

The information required to define the node parameter is to an extent pipeline specific. It is
noted that the basis for future projects in the current Joint Industry Program will be to develop
models that will facilitate the estimation of the hole size distribution as a function of active
pipeline failure mechanisms and choices regarding integrity maintenance actions. However,
within the context of the current project, hole size will be defined in a general sense based on
historical pipeline incident data.

6.1
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6.2.2 Hole Size Estimates

As part of this project a review of pipeline incident data and statistical summary reports was
carried out to facilitate the development of a set of reference hole diameter distributions that
could be taken to be representative of natural gas, crude oil and petroleum product pipelines in
general. Itis intended that this set of reference hole diameters will result in release rates that are
consistent with the assumptions implicit in the definitions adopted for the various pipe
performance states upon which hole diameter is dependent (i.e. safe, small leak, large leak and
rupture).

Based on the hole diameter ranges reported by British Gas (Fearnehough 1985) and the
correlations between hole diameter and pipe performance implicit in the reference failure rates
developed herein (see Appendix B) it is assumed that a representative hole diameter range is: 0
to 20 mm for small leaks, 20 mm to 80 mm for large leaks, and one or two pipe diameters for
ruptures (depending on whether single- or double-ended release is involved). For lack of
sufficient historical data on the relative frequency of hole diameters within the indicated ranges
it is assumed that hole diameter is uniformly distributed for both small and large leaks, and
conservatively equal to two pipe diameters for ruptures. These assumption, summarized in
Table 6.1, effectively define the Hole Size node parameter.

It is noted that the reference hole diameter distributions given in Table 6.1 are based largely on
incident data for gas pipelines. Given the nature of failures involving gas pipelines and the
potential for effective hole diameter increase due to dynamic fracture propagation during the
decompression phase of product release, it is assumed that the reference hole diameter
distributions will represent a conservative approximation to the hole size distribution associated
with liquid product pipelines.

63 Release Rate

The Release Rate node and its direct predecessor nodes are shown in a highlighted version of
the basic node influence diagram in Figure 6.2. The predecessor node arrows indicate that
Release Rate is a functional node meaning that the specific node parameter, the mass release
rate at time of failure (), is calculated directly from the value of the parameters associated

6.2
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with its direct predecessor nodes which include: Product, Segment, Failure Location and Hole

Size,

For gas pipelines the mass release rate ripg can be calculated using an equation of the form
thpg = f(dy, Py T, product properties) [6.1]

where d,, is the effective hole diameter and Py and T) are, respectively, the operating pressure
and temperature at the failure location. For liquid pipelines the equation for the mass release
rate rip takes the form

ring = f(dy, Po,To.H, product properties) [6.2]

where H is the hydrostatic pressure head at the failure location which depends on the elevation
profile of the pipeline. The specific equations associated with the product release rate models
adopted in this project, and the simplifying assumptions associated with their use, are
described in detail in Appendix C (see Section 2.0 for gas release, and Section 3.0 for liquid

release).

6.4 Release Volume

The Release Volume node and its direct predecessor nodes are shown in a highlighted version
of the basic node influence diagram in Figure 6.2. The predecessor node arrows indicate that
Release Volume is a functional node meaning that the specific node parameter, the total release
volume at failure (Vp), is calculated directly from the value of the parameters associated with
its direct predecessor nodes which include: Product, Segment, Failure Location and Release
Rate.

For gas pipelines the total release volume Vg can be calculated using the equation

Ve = ZERGIRG [6.3a]
Py
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where py is the product density under standard conditions and fp¢; is the effective duration of
the release event which in turn is given by

tge = f (mRG”i’G!SV’rdtect’tclose’rsfop) [6.3b]

where i1y is the mass flow rate in the pipeline, Sy is the block valve spacing, 14,,, is the time
required to detect line failure, t,,,, is the additional time required to close the block valves, and
Yaop 18 the time required to reach the failure site and stop the release (which only applies to
failure events involving small leaks).

For liquid pipelines the equation for the total release volume Vp takes the form

Vg = ZRIR [6.42]
Ps

where 1 is the effective duration of the release event which is given by

tr = S (1itgs 110,y s Mis s toses b [6.4b]

where M; is the total amount of product in the line between the failure location and the
surrounding crests in the pipeline elevation profile.

The specific equations associated with the product release volume models adopted in this

project, and the simplifying assumptions associated with their use, are described in detail in
Appendix C (see Section 2.0 for gas release, and Section 3.0 for liquid release).

6.4
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Pipe Performance

Hole Diameter

Safe discrete value = 0
Small Leak uniform distribution (mean = 10 mm, std. dev. = ? mm)
Large Leak uniform distribution (mean = 50 mm, std. dev. = 7 mm)
Rupture discrete value = 2 pipe diameters

Table 6.1 Reference Hole Size Distributions
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7.0 HAZARD TYPE

74 Node Parameter

The Hazard Type node group (group 5) is shown in a highlighted version of the compound
node influence diagram in Figure 7.1. The node group consists of a single node called Hazard
Type (node 5) which is shown together with its direct predecessor nodes in a highlighted
version of the basic node influence diagram in Figure 7.2. The specific node parameter is the
hazard type associated with product release (Hazard). The predecessor node arrows shown in
Figure 7.1 indicate that Hazard Type is a conditional node meaning that the value of the node
parameter is conditionally dependent upon the values of its direct predecessor nodes which
include: Product, Atmospheric Stability, Segment and Pipe Performance. The Hazard Type
node parameter must therefore be defined explicitly for all possible combinations of the values
associated with these direct conditional predecessor nodes.

In the context of this project the node parameter is defined by a discrete probability distribution
for hazard type that can take any of five possible values. The five types of hazard considered

are:
*  jetfire (JF);
«  pool fire (PF);

« vapour cloud fire (VCF);
« vapour cloud explosion (VCE); and
» toxic or asphyxiating vapour cloud (TVC).

Definition of the Hazard Type node parameter requires the determination of the relative
probabilities of the hazard types listed above. This is achieved by first constructing hazard
gvent trees which identify all possible immediate outcomes associated with a pipeline failure
event. For use in this project, two simple event trees were developed; one for gas release
(Figure 7.3a) and one for liquid product release (Figure 7.3). These event trees were used to
develop relationships which define for the relative probabilities of the different possible hazard
outcomes in terms of the conditional probabilities associated with the branches of the event

7.1
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trees . Based on the event trees shown in Figure 7.3, the relative hazard probabilities are given
by the following equations.

The probability of a jet fire or pool fire (Psr/pr) is given by

PyrpF =P [7.1]
where P; is the probability of immediate ignition given product release.
The probability of a vapour cloud fire (Pycr) is given by

Pycr = (1-Pp Py (1-Pe) [7.2]

where P is the probability of delayed ignition given no immediate ignition, and P, is the
probability of explosion given delayed ignition.

The probability of a vapour cloud explosion (PycE) is given by

Pyce = (1-P) Pq Pe [7.3]

and the probability of a toxic or asphyxiating vapour cloud (P7v() is given by

Pryc = (1-Fj) (1-Pg). [7.4]

It is noted that implicit in the subsequent application of the relative hazard probability obtained
from Equation [7.1] are the following assumptions:

« that products which are transported as a gas will only produce a jet fire;

« that products which are transported as a liquid, and exist as a liquid under ambient
conditions will only produce a pool fire; and

« that products which are transported as a liquid, but which exist as a gas under ambient
conditions have the potential to produce both a jet fire and a pool fire.

In addition, the structure of the event trees shown in Figure 7.3 and the relative hazard
probability equations developed from them also implies the following:

7.2
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« that hazard associated with a jet fire scenario takes precedence over a pool fire scenario;

that hazard associated with scenarios involving ignition take precedence over scenarios that
do not involve ignition; and

+ that vapour cloud fires and explosions will not occur if pool or jet fires are ignited.

Given the above equations for relative hazard probabilities, the definition of the Hazard Type
node parameter requires only the specification of the conditional event probabilities associated
with the three event tree branches (i.e. P4, Pgand P,) for all combinations of direct predecessor
node values.

The information required to estimate the conditional event probabilities associated with acute
release hazards can be obtained from historical data compiled on release incidents associated
with chemical process plants, product storage facilities, and pipelines. As part of this project a
literature review was carried out to identify the specific conditions that have been shown to
have a potentially significant effect on the event probabilities. The relevant conditions
identified include:

+ product type (i.e. gas, liquid);

» failure mode (i.e. smail leak, large leak, rupture);

+ atmospheric stability class (i.e. stable, unstable); and

+ land use type (i.e. industrial, urban, rural).

Based on the literature review, in particular Fearnehough (1985), Crossthwaite et al. (1988),
and EGIG (1993), representative conditional event probabilities have been established and
from these event probabilities and a matrix of relative hazard probabilities was developed using
Equations {7.1, 7.2, 7.3 and 7.4]. The conditional event probabilities are summarized in Table
7.1 and the relative hazard probabilities corresponding to each possible case, which effectively
defines the Hazard Type node parameter, are given in Table 7.2. A discussion of the basis for
the conditional event probabilities given in Table 7.1 is provided in Appendix D.

7.3
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Immediate ignition

JE
- Explosion VCE / VCF
Discharge Delayed ignition
No explosion
iNo immediate VCF
ignition
TVC
No ignition
(a) natural gas release
Immexdiate ignition
i IF / PF
‘ Explosion VCE
Discharge Delayed ignition
No explosion
[No immediate VCF
ignition
. ™G
No ignition

(b) liquid release

Figure 7.3 Acute hazard event trees for product release from pipelines



Case | Product Pipe Atmospheric Segment Delayed Explosion Immediato
Performance Stability Ignition Probablifty ignittion
{type) | {fallure mode) {class) {land use} Probabllity Probability
1 industrial 0.3
2 ABC,D urban 024 0.33
3 {unstable) rural 0.012 0.05
4 small leak Industrial 0.27
5 EF urban 0.22 0.1
8 (stable} rural 0.011
7 Industrial 0.56
8 ABCD urban 045 0.33
9 {unstable) tural 0,023 0.05
10 liquid large leak Industrial 0.51
11 EF urban 041 a1
12 (stable) rural 0.02
13 Industrial 1
14 ABCD urban 0.8 0.33
15 {unstable) rural 0.04 0.05
18 rupture industrial 0.9
17 E,F urban 0.72 0.1
18 {stable) rural 0.038
19 industrial 0.15
20 A,BC, D urban 012 0.33
21 {unstable) rural 0.008
22 smali leak industrial 0.14 0.03
23 E,F urban 011 0.1
24 {stable} rural 0.0054
o8 industrial 0.28
26 ABCD urban 0.23 0.33
27 {unstable) rural 0.011 0.1
28 gas large loak Industrial 0.25
20 E F urban 0.2 0.1
30 {stabls) rural 0.01
1l industrial 0.5
32 ABCD urban 0.4 0.33
33 {unstable) rural 0.02 0.28
34 rupture industrial 0.45
35 EF urban 0.36 0.1
36 {steble} rural 0.018

Table 7.1 Manix of conditional probabilities associated with acute hazard event tree branches




Hazard T

Case Jat Fire Vapour Vapour Toxic
o Cloud Cloud Vapour
Pool Fire Fire Explosion Clouxi

1 0.05 0.1810 0.0941 0.68650
2 0.05 0.1528 0.0752 0,7220
3 0.C5 0.0078 0.0038 0.9388
4 0.05 0.2309 0.02567 0.6835
5 .08 0.1881 0.0209 0.7410
;] 0.08 0.0004 0.0010 0.9386
7 0.08 0.3564 0.1758 0.4180
8 0.05 0.2864 0.1411 0.5225
g 0.05 0.0148 0.0072 0.9282
10 0.05 0.4361 0.0485 0.4855
11 0.05 0.35086 0.0390 0.5605
12 0.05 0.0171 0.0019 0.9310
13 0.05 0.8365 0.3135 0.0000
14 0.05 0.5002 0.2508 0.1900
15 0,05 0.02586 0.0125 0.8120
18 0.05 0.7695 0.08585 0.0950
17 0.05 0.6156 0.0684 0.2680
18 0.05 0.0308 0.0034 0.9158
19 0.03 0.0875 0.0480 0.8245
20 0.03 0.0780 0.0384 0.8536
21 0.083 0.0038 0.0019 0.9642
2 0.038 0.1222 0.01386 0.8342
23 0.03 0.0860 0.0107 0.8633
24 0.03 0.0047 0.00C5 0.9648
25 0.10 0.1688 0.0832 0.6480
28 0.10 0.1387 0.0683 0.6930
27 0.10 0.00686 0.0033 0.8901
28 0.10 0.2025 0.0225 0.6750
29 0.10 0.16820 0.018¢6 0.7200
30 0.10 0.0081 0.0009 0.8910
3 0.25 0.2513 0.1238 0.3750
32 0.25 0.2010 0.0990 0.4500
33 0.25 0.0101 0.0050 0.7350
34 0.25 0.3038 0.0338 0.41256
35 0.25 0.2430 0.0270 0.4800
36 0.25 0.0122 0.0014 0.7365

Table 7.2 Relative hazard event probabilities
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8.0 NUMBER OF FATALITIES

8.1 Introduction

The Number of Fatalities node group (group 6) is shown in a highlighted version of the
compound node influence diagram in Figure 8.1. The node group consists of a single Number
of Fatalities node (node 6) which is shown together with its direct predecessor nodes in a
highlighted version of the basic node influence diagram in Figure 8.2. The specific node
parameter is the number of human fatalities resulting from the acute hazards associated with
pipeline failure. Number of Fatalities is a functional node meaning that the value of the node
parameter is calculated directly from the values of its direct predecessor node parameters which
include: the product (and its characteristics), the failure location, the ambient temperature and
wind conditions, and the release rate and release volume.

The node calculations model the emission of gas or liquid vapour into the atmosphere and
determine the intensity of different acute hazard types (i.e. heat intensity due to fires or
concentration of asphyxiant gas) at different points around the failure location. Based on this,
and using estimates of the population density, the number of people exposed to fatal doses of
these hazards can be calculated.

In addition to the number of fatalities in a given incident, this node calculates the individual risk
curve at any location along the pipeline. The individual risk at a given location is defined as the
annual probability of death due to a pipeline incident for an individual living or working at that
location. This information is often used as a basis for assessment of the risks associated with
life safety. This section describes the data and models used to calculate the number of fatalities
and individual risk.

8.2 Basic Calculation of the Number of Fatalities

The number of fatalities due to chemical releases is a function of the hazard intensity and the
tolerance threshold of humans to that hazard. Figure 8.3a gives a schematic representation of

hazard intensity contours around the release source, while Figure 8.3b shows a schematic of

8.1
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the probability of death as a function of the hazard intensity. At the point with coordinates
(x.y), the hazard intensity is /(x,y) and the probability of death as a function of the hazard level
is denoted p[/(x,y)]. Given an incident, the number of fatalities in a small area around (x,y)
with dimensions Ax and Ay can be calculated by multiplying the number of people in the area
by the probability of death for each person. The number of people is equal to the product of
the population density p(x,y), the ratio of time (f) spent by 2 member of the population in the
area on average, and the area. This can be written as:

n(x,y) = plI(x, )] x[p{x,y) t AxAy] [8.1]

Note that the population density is defined as the number of people who live or work in the
area. This is why it is multiplied by the ratio of time spent on average at home or at the
workplace to calculate the number of people in the area when the failure occurs. The total
number of fatalities for the whole area can be calculated by summing Equation {8.1] over the
total area affected by the hazard. This gives:

n=tY plI(x,y)]x p(x,y) Ax Ay [8.2]
Area

In Equation [8.2] p(x.y) is usually available from survey information. I(x,y) can be calculated
as a function of the product type, release rate and weather conditions using a hazard model as
will be discussed further in Section 8.3. The probability of death at a given hazard intensity
level p[I(x,y)} can be calculated from a probit analysis (e.g. Lees 1980), which is essentially a
method of calculating the probability that the tolerance threshold of a randomly selected
individual is below the hazard dosage received. For some types of hazard (e.g. thermal
radiation), the dosage depends on exposure time and this is usually factored into the probit
analysis, based on assumptions regarding the potential for escape within a certain period of
time.

In order to simplify Equation {8.2] the following assumptions were made:

1. The population density is constant for the area being considered.

2. Two hazard intensity thresholds can be defined, the first (denoted I) is the upper bound of
human tolerance defined as the maximum intensity that has a chance of being tolerated (i.e.
p() =1 for I > I,), and the second (denoted Iy) defines the lower bound of human
tolerance defined as the minimum intensity that has a chance of causing death (i.e. p(/) =0

8.2




CENTRE FOR FRONTIER ENGINEERING RESEARCH

Number of Fatalities

for [ < Iy). These thresholds take into account all aspects related to hazard dose and
potential for escape.

3. The probability of death decreases linearly between the /; and [ contours.

Based on these assumptions, the number of fatalities n) within the upper bound tolerance
threshold contour can be calculated from Equation {8.2] by using a fixed value of p and a value
of p{I(x,y)] = 1. For a hazard intensity that decreases monotonically as the distance from the
pipeline increases, this leads to (See Figure 8.4):

n=tpy AxAy=tpA [8.3]
A

where A; is the area within the /; contour. Similarly, the number of fatalities n, between the Iy
and /o contours is given by:

ng =0.51p(Ag ~ Ay) [8.4]

where A, is the total area within the [y contour. The total number of fatalities can be calculated
as the sum of Equations [8.3] and [8.4], leading to

n=0.5tp(A; +A) [8.5]

This approach is further illustrated in Figure 8.5, which shows a plot of the thermal radiation
hazard intensity against the probability of death for a jet or pool fire. The probability of death
resulting from a probit analysis that assumes a constant exposure time of 60 seconds is plotted,
and compared to the assumption used in this report. In addition, a simpler assumption used in
the public domain software program ARCHIE (FEMA/DOT/EPA 1989), based on a single
threshold value that separates certain death from certain safety, is also shown on the plot for
comparison.

Finally, distinction between outdoor and indoor exposure is necessary because the hazard
tolerance thresholds, and consequently the hazard areas used in Equation [8.5], are different
for indoor and outdoor locations. For example, buildings provide protection from thermal
radiation hazard, as Jong as the hazard intensity is lower than the threshold causing ignition of
the building. Taking this into account amounts to adding the number of fatalities occurring

8.3
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indoors and those occurring outdoors based on the number of people at indoor and outdoor
locations at the time of the incident. This leads to:

n=0.5plt; (Ay +A); +1,(Ag +Ay),] [8.6]

where the subscripts i and o represent indoor and outdoor respectively. In this Equation ; and
t, represent the ratio of time spent by a resident or worker indoors or outdoors at the location
where he or she lives or works.

8.3 information Required to Evaluate the Node Parameter

8.3.1 General

To implement the model described in section 8.2 the following information is required:
+ Properly calibrated upper and lower bound tolerance thresholds for different types of
hazards. This information is required for both indoor and outdoor exposure conditions.

« Models to calculate the area within the above-mentioned hazard threshold contours. These
are derived from hazard models that calculate the hazard intensity as a function of the
distance from the pipeline.

+ Population density and exposure times for indoor and outdoor exposure.

These items are discussed in Sections 8.3.1, 8.3.2 and 8.3.3.

8.3.2 Hazard Tolerance Thresholds

A review of the literature was undertaken to define appropriate values of the upper and lower
hazard tolerance thresholds. Table 8.1 gives a summary of the results for all acute hazard types
relevant to product releases from pipelines. The main sources for this information are
publications by the U.K. Health and Safety Executive (HSE) and by British Gas (see
Appendix E).

A discussion of the rationale behind the values given in Table 8.1 is provided in Appendix E.
The adopted thresholds are generally based on conservative assumptions. They also assume
appropriate behaviour by those exposed to the hazard. For example, it is assumed that people
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in outdoor locations will move away from the hazard source or seek shelter. Also, in cases
where being indoors provides protection from the hazard (such as for sustained jet or pool
fires), it is assumed that people will remain indoors.

It is noted that exposure times are taken into account in defining the thresholds for thermal
radiation and asphyxiation hazards. Time is relevant to these two types of hazards because the
probability of death is a function of the total dose received, which in turn depends on the
exposure time. For example, a high heat flux may be tolerated for a small period of time,
whereas a lower heat flux may result in death if sustained for a long period of time. The time
factor is taken into account by selecting the threshold value corresponding to a reasonable
exposure time. The latter is selected on the basis of the hazard duration and the potential for
escape. Details are given in Appendix E.

It is noted that fatality thresholds are not applicable to vapour cloud fires for indoor exposure.
This is because vapour cloud fires burn for very short periods of time and secondary ignition
of objects within the fire zone is very unlikely. It is therefore assumed that vapour cloud fires
do not represent a hazard for indoor exposure.

8.3.3 Hazard Models

The area bound by the hazard threshold contours defined in Section 8.3.4 can be defined for
each hazard type based on appropriate hazard intensity characterization models. The specific
equations associated with the models adopted in this project, and the simplifying assumptions
associated with their use, are described in detail in Appendix C. The following serves as a
brief overview of the models used.

83.3.1 Jet Flre

The hazard intensity associated with a jet fire, /;F, is the heat flux associated with the radiant
heat source which is assumed to be located at the effective centre of the flame. The jet fire heat
intensity at a given location (x,y) is given by

Lip(x,9) = f(tpg. Ty X0 Yo, product data) [8.7]
8.5
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where riipg is the mass flow rate associated with the gas (or vapour) fraction of released
product, ryy is the radius from the effective flame centre to the point of interest and xy, yp, are
the coordinates of the horizontal projection of the flame centre relative to the point of release.
The location of the horizontal projection of the flame centre is given by

Xpe Yo = f(tpg,dy.ty.0,, product properties) [8.8]

where d;, is the effective hole diameter, u, is the wind speed, and 6, is the wind direction
relative to the bearing angle of the pipeline. (See also Appendix C, Section 5.0.)

8.3.3.2 Pool Fire

The hazard intensity associated with a pool fire, /pr, is the heat flux associated with the radiant
heat source which is assumed to be distribute over the area of the burning pool, the shape of
which is approximated by a circle. The pool fire heat intensity at a given location is given by

Ipp(x,) = f(thp. 7y product data) [8.9]

where ritg; is the mass flow rate associated with the liquid fraction of released product and 1y
is the radius from the centre of the burning pool, which is assumed to be centred on the point
of release, to the point of interest. (See also Appendix C, Section 4.0 and 6.0.)

8.3.3.3 Vapour Cloud Explosion

The hazard intensity associated with a vapour cloud explosion, Ivcg, is the overpressure
associated with the propagating blast wave. The explosion induced overpressure at a given
location is given by

Lcp(x.y)=f (Mc,rxy,xl, ¥y, product dam) [8.10]

where M., is the total mass of the flammable portion of the gas or vapour cloud bound by the
vapour concentration associated with the lower flammability limit, 7,y is the radius from the
effective centre of the blast to the point of interest and x;, y; are the coordinates of the
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horizontal projection of the blast centre relative to the point of release. The location of the
horizontal projection of the blast centre is given by

X101 = F(tpg 1ty »Seiasssar 0p-Cri » product data) [8.11]

where ripg is the mass release rate of the gas fraction, ry is the evaporation rate from the
liquid pool, Cpry, is the lower flammability limit, Sciass is the atmospheric stability class and ug
is the mean wind speed. (See also Appendix C, Sections 7, 8, and 10.)

83.34 Vapour Cloud Fire

The hazard associated with a vapour cloud explosion is direct exposure to the burning cloud of
gas or vapour. The extent of the burning area is bound by the vapour concentration contour
associated with the lower flammability limit of the product involved. The vapour concentration

contour associated with Crgy, is given by
CCLFL (x,y) = f(iﬁRG ,fi’lV ,Sdm,ua,xl,y;,CLFL,pmduct dam) [8 12]

where x;, y; are the co-ordinates of the horizontal projection of the centre of the flammable
vapour cloud relative to the release point which is given by Equation [8.11]. (See also
Appendix C, Sections 7, 8, and 9.)

8.3.3.5 Asphyxiating Cloud

The hazard associated with a toxic or asphyxiating cloud is associated with oxygen deprivation.
The extent of the hazard area is bound by the vapour concentration contour associated with the
vapour concentration threshold (Crvc) of the product involved. The vapour concentration
contour associated with Cryc is given by

CCWC (x,y) = f(n'iRG,ﬁ!V,Scm,ua,XQ,)?2,CWC, product data) [8.13]

where x2, y2 are the co-ordinates of the horizontal projection of the centre of the asphyxiating
vapour cloud relative to the release point which is given by
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Xy, ¥y = f(mRG ,ﬁ"IV R Sc!as.s" ik, 9,, CTVC N pF‘Odqu dﬂfa} [8 14]
(see also Appendix C, Sections 7, and 8.)

8.3.4 Population Density and Exposure Time

Population density is highly dependent on the type of land usage associated with the area
adjacent to the pipeline right-of-way. Land use is typically divided into three major categories:
industrial, urban and rural. In the context of this project, to allow for further refinement of the
estimates of the number of fatalities, the property damage costs (see Section 11), and the
environmental impact of liquid product spills (see Section 9), the urban and rural land use
categories were further sub-divided into the following categories: commercial, urban
residential, rural residential, agricultural, parkland, and remote.

A literature survey was then conducted to identify reference population densities for the various
land use categories from which population density range estimates were developed. Based on
the ranges developed from the reference densities, representative population densities were
established for each land use category. The population density ranges and chosen reference
densities are given in Table 8.2 for each of the land use categories identfied in the project. The
basis for the sited density ranges and reference values is given in Appendix F.

Daily exposure time is defined as the length of time per day spent by an average person at the
location in question. For residential areas, this is the time spent by residents at their homes.
For industrial areas, it represents the time spent by workers at the workplace. The exposure
time is divided into outdoor and indoor portions. This information is summarized in Table 8.3.
Exposure time estimates for urban and rural areas are based on values developed by the U.K.
Health and Safety Executive and quoted by Fearnehough (1985). For industrial areas, the time
is based on 1750 working hours per year. The outdoor time in industrial areas is an estimate
made by C-FER to account for time spent in parking lots, working outdoor and being outdoors
on breaks. Note that he exposure time ratio ¢ in Equation [8.5] is calculated by dividing the
exposure times given in Table 8.3 by 24 hours.

8.8
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84 Individual Risk Calculation

8.4.1 Introduction

In this work, the attribute representing life safety was selected as the number of fatalities in a
given incident, and this parameter is used to calculate the overall utility associated with the
pipeline (see Section 13.0). Another parameter that is related to life safety is the individual
risk. This is defined as the annual probability of death due to possible failure of the pipeline
for any individual living or working near the pipeline. This parameter is commonly used to set
criteria defining acceptable risk levels because it expresses risk in a manner similar to the way
other common risks are defined (e.g. annual risk of dying in a car accident per person). In
addition, individual risk is required at the value node to implement the constrained cost
optimization criterion.

Individual risk is essentially a separate node hidden under the number of fatalities node. Figure
8.6 shows how this node relates to other nodes in the detailed influence diagram. It is noted
that there are some differences regarding the predecessor nodes for individual risk and for the
number of fatalities. The first difference is that wind direction is a predecessor of individual
risk, but not of the number of fatalities. The number of fatalities is independent of the wind
direction because, as shown in Section 8.2, it depends only on the total area within a certain
hazard contour and the population density. Since the population density is assumed to be
constant in the whole area of interest, and since wind direction affects only the location of the
hazard area but not its size, the number of fatalities is independent of wind direction.
Individual risk on the other hand, depends on the wind direction because it is calculated at a
given location, and the probability of the hazard reaching that location is dependent on the wind
direction. For example, if West winds are more frequent than East winds at a given location,
the risk East of the hazard source will be higher the risk West of the source.

Another difference is that failure segment and failure location are not predecessors to the
individual risk node. This is because influence diagram nodes represent random parameters.
Individual risk is calculated at a specific location and therefore the location is not random,
Location and segment are, in this case, treated as deterministic parameters defined at the
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individual risk node. Therefore, the random parameters representing failure location and
segment are not required as predecessors.

8.4.2 Calculation of Indlvidual Risk

Individual risk at a given location is calculated as the product of the annual probability of an
incident for which the hazard zone extends to the location of interest, multiplied by the
probability that the individual living at that location is present. Calculation of the probability of
an incident affecting the location of interest in illustrated in Figure 8.7, which shows the hazard
zone for a given release characterized by a specific set of parameters such as the release rate,
weather conditions and pipeline characteristics. The figure is based on a circular hazard zone,
but the same concept is applicable to elliptical hazard zones as well. Note also that the hazard
zone is not centred around the failure location because of the effects of wind. Figure 8.7
shows that for the hazard zone to include the location of interest (point x), the failure must
occur within a certain length along the pipeline. This length is called the interaction length for
point x, and is denoted /.. Figure 8.7 illustrates that the interaction length is equal to the secant
of the hazard zone passing through point x and parallel to the pipeline.

The annual probability of an incident affecting point x, is therefore equal to the probability of a
failure occurring on the interaction length /.. This is given by A1, where 4 is the failure rate
per km per year. The individual risk, R, is then calculated by multiplying this probability by
the ratio (¢) of time spent by the person at location x.

R=1tAl, [8.15]

Equation [8.15] gives the individual risk for one hazard contour within which the probability of
death is 100%. As mentioned in Section, 8.2, the hazard zone in this project is defined by two
hazard contours: an upper limit and a lower limit tolerance threshold, with a chance of death of
100% within the upper limit contour and 50% between the two contours. Also, distinction
between outdoor and indoor exposure is needed here for the same reasons mentioned in
connection with calculating the number of fatalities in Section 8.2. Considering these factors, a
similar procedure to that explained in Section 8.2 shows that, Equation [8.15] becomes:
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R= 0.5/1{& (ng +lx1 )i + fo (lxﬁ +lx1 )0] {8.16}

where all the parameters are as defined before, with the subscripts i and o denoting indoor and
outdoor exposure.

Equation [8.15] gives the individual risk at a given location for a specific set of input
parameters represented by all predecessor nodes shown in Figure 8.6 (e.g., release volume,
ambient temperature, atmospheric stability, wind direction, product, release rate, hole size and
hazard type), all of which are potentially random parameters. The final individual risk can be
calculated as the sum of the individual risks associated with specific combinations of these
parameters, each weighted by the probability of the combination occurring. This process is a
probability integral which is essentially identical to solving the influence diagram with
individual risk as the final node (see Nessim and Hong 1995). Therefore, individual risk can
be calculated directly from the diagram.

It is often desirable to define an individual risk curve, which plots the individual risk as a
function of distance from the pipeline. This can be achieved by repeating the calculation at
different distances from the pipeline and plotting the results. An illustration of an individual
risk curve is shown in Figure 8.8.
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. Lower Upper
Acute Hazard | Exposure | Parameter Units Bound Bound
Tolerance | Tolerance
Threshold | Threshold
Thermal radiation | Outdoor | Heat Intensity | kW/m? 6.3 27
Thermal radiation Indoor | HeatIntensity | kW/m? 15.7 27
Asphyxiation Outdoor or volume ratio 0.306 0.713
Indoor | concentration
Vapour cloud fire | Outdoor volume ratio 0.5x Cret™
concentration Crr (D
Vapour cloud fire Indoor volurme ratio N/A N/A
concentration
Vapour cloud Qutdooror { Pressure kPa 10.35 68.95
explosion Indoor

(1) Lower flammability limit of product

Table 8.1 Lower and upper bound fatality thresholds for acute release hazards




Land Use

Population Density

Category (people per hectare*)
Major Use Sub-Categories Typical Representative
Category Range Value

Industrial Industrial 2 to 50 10

Urban Commercial 10t0 50 50
Urban Residential 10 to 50 50

Rurai Rural Residential 0.1t05 0.5
Agricultural 0.01 0.01
Parkland 0.01 to 50 none (highly variable)
Parkland - forested 0.01 to 50 none (highly variable)
Remote 0 | 0
Remote - forested 0 0

* 1 hectare = 100 m x 100 m = 10,000 m?

Table 8.2 Population densities associated with land use categories




Average daily

Area type

hours of exposure Urban or rural area Industrial area
Indoor hours 12.2 4.8
Outdoor hours 3.6 0.5

Table 8.3 Number of hours of Exposure by land use classification
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9.0 SPILL CHARACTERISTICS

9.1 Overview

The Spill Characteristics node group (group 7) is shown in a highlighted version of the
compound node influence diagram in Figure 9.1. This node group involves parameters that are
associated with released product volumes that constitute a liquid spill and the potential long-
term impact on human health and the environment of that portion of the liquid spill volume that
is not removed from the spill site during initial clean-up operations. The individual parameters
associated with the Spill Characteristics node group, as identified by the shaded nodes in a
highlighted version of the basic node influence diagram shown in Figure 9.2, are discussed in
the following sections.

9.2  Splli Volume

The Spill Volume node (basic node 7.1) and its direct predecessor nodes are shown in a
highlighted version of the basic node influence diagram in Figure 9.2. The Spill Volume node
parameter, Vs, is the total volume of Low Vapour Pressure (LVP) liquid product released at the
time of line failure. The predecessor node arrows indicate that Spill Volume is a functional
node. The node parameter is therefore calculated directly from the value of the parameters
associated with its direct predecessor nodes which include Product and Release Volume.

The total spill volume is given by the equation

Vs =BV [9.1]

where Vg is the total release volume and fSgis a product state factor which is equal to zero, if
the product is a gas or a High Vapour Pressure (HVP) volatile liquid product that will rapidly
boil off upon release (e.g. methane, ethanes, propanes, and butanes) , or 1 if it is an LVP non-
volatile liquid product that by definition will remain in the environment as liquid for a
significant period of time following release (e.g. condensate or pentanes, gasolines, kerosenes,
gas oils, and crude oils). The parameter Vy is calculated at the Release Volume node and the
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product state factor () is calculated directly from the physical properties associated with the
product in question.

93  Clean-up Efficiency

9.3.1 Node Parameter

The Clean-up Efficiency node (basic node 7.2) and its direct predecessor nodes are shown in a
highlighted version of the basic node influence diagram in Figure 9.2. The specific node
parameter is K, the efficiency of initial clean-up and basic site reclamation activities. The
predecessor node arrows indicate that Clean-up Efficiency is a conditional node meaning that
the value of the node parameter is conditionally dependent upon the values of its direct
predecessor nodes which include Pipe Performance, Product, Season and Segment.

The Clean-Up Efficiency node parameter must therefore be defined explicitly for all
combinations of pipe performance states involving failure (i.e. leak and rupture), for both
summer and winter (i.e. frozen and unfrozen) seasons, and for selected combinations of
product and pipeline attributes which are considered to have a significant impact on the degree
to which spilled product can be removed from the spill site. In the context of this project the
node parameter is defined for each combination by specifying a continuous probability
distribution for the expected clean-up efficiency ( k) that can take any value between zero and
1 with values near zero suggesting that very little of the spilled product is recovered during
initial clean-up, and values near 1.0 suggesting that almost all of the spilled product is
recovered from the spill site.

It is emphasized that the Clean-up Efficiency values defined at this node are intended to reflect
the product recovery and/or removal potential associated with the various techniques currently
available for spill containment and clean-up and for basic site reclamation operations that can be
carried out in the near term. The type of operations considered in the development of the
efficiency estimates include, for example: the use of absorbent pads and booms; skimming and
vacuuming operations, possibly in conjunction with the use of recovery trenches or wells; and
the excavation and disposal of contaminated soil and/or snow.
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The clean-up efficiency estimates are not intended to reflect the product recovery and removal
potential associated with long-term site remediation measures. It is assumed that the extent to
which site remediation techniques are employed to further reduce the residual volume of spilled
product will depend on spill site attributes that reflect the potential impact of hazardous liquid
spills on human health and the surrounding environment. These issues are implicitly addressed
in the calculation of the parameters associated with the Equivalent Volume node (basic
node 7.4) and the Value node (basic node 11).

With the scope limited to initial clean-up and basic site reclamation activities, a literature review
was carried out to identify specific product and pipeline right-of-way attributes that are
considered to have a potentially significant impact on the efficiency of spill product recovery
and removal. Relevant attributes identified in the review process include:

» product viscosity;
+ ground surface permeability for spills on land; and
« water flow characteristics for spills into water.

In the context of this project product viscosity is used to distinguish between light and heavy
liquid products. Light products are assumed to include the lighter refined products such as
gasoline and the middle distillates (e.g. kerosene based products and gas oils) which spread
quickly and easily penetrate permeable soils, whereas the heavy products are assumed to
include the heavier refined products and crude oils which tend to spread more slowly and in the
short term generally do not penetrate as far as the lighter products.

Ground surface permeability (as it affects ground based spills) and water flow characteristics
(as they affect water based spills) are combined into a single composite attribute that is defined
by eight discrete choices: -

+ ground of low permeability (i.e. clayey soil or shale);

+ ground of moderate permeability (i.e. silt or glacial tll);
+ ground of high permeability (i.e. clean sand or gravel);
+ waterlogged ground masses (i.e. bog or muskeg);

+ water covered vegetation (i.e. marsh or swamp);

» static water (i.e. pond or lake);

+ slow flowing water (i.e. laminar river flow); and
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« fast flowing water (i.. turbulent stream flow).

It is assumed that the effect of these ground and water characteristics on clean-up efficiency
will be directly influenced by the season with frozen winter conditions reducing the effective
permeability of the ground surface and providing a physical barrier that will affect the
spreading and recovery of spills that occur either onto the surface or under the surface of frozen

water.

In addition, it is assumed that pipeline failure modes can be divided into two separate
categories: small leaks and large leaks or ruptures. The distinction is being made on the basis
that a small leak will typically involve subsurface release and spreading of liquid product
whereas a large leak or a rupture will produce a crater providing for surface spreading of
released product.

The above product and ground/water attributes, when combined with the two distinct season
and failure modes, define a matrix of 64 possible attribute combinations, each of which is
potentially associated with a different set of viable clean-up methods and associated clean-up
efficiencies. The resulting clean-up efficiency matrix is shown in Table 9.1.

9.3.2 Clean-up Efficiency Estimates

It is assumed that clean-up efficiency estimates can be developed for generic spill scenarios
involving each of the product and spill site attributes identified in the efficiency matrix shown
in Table 9.1 to a degree of accuracy that depends on the level of effort involved. As a first
stage in the development of a realistic set of clean-up efficiency estimates, a subjective
approach was adopted based on the judgement of experts in the environmental field. To this
end representatives from the Calgary offices of the consulting engineering firms of O'Connor
Associates Environmental Inc. and AGRA Earth & Environmental Limited were asked to
provide subjective estimates of the likely range of clean-up efficiencies (i.e. the 90%
confidence interval on clean-up efficiency) associated with eacH spill scenario based on
previous experience. The responses obtained from each consultant are summarized in

Appendix J.
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The efficiency range estimates provided by the environmental consultants were then averaged
(see Appendix J) and the resulting average lower bound and average upper bound values for
each case were taken to represent the 5 percentile and 95 percentile values of a Beta probability
distribution. The Beta probability distribution type was chosen because it i a continuous
distribution that can be constrained to values between 0 and 1 (representing efficiencies
between O and 100%). The resulting Beta distribution parameters associated with each case are
included in Table 9.1.

9.4 Residual Volume

The Residual Volume node (basic node 7.3) and its direct predecessor nodes are shown in a
highlighted version of the basic node influence diagram in Figure 9.2. The specific node
parameter, Vyg, is the volume of non-volatile, LVP liquid product remaining after spill clean-
up and basic site reclamation operations have been undertaken The predecessor node arrows
indicate that Residual Volume is a functional node meaning that the node parameter is calculated
directly from the value of the parameters associated with its direct predecessor nodes; Spill
Volume and Clean-up Efficiency.

The residual spill volume is given by the equation
Vies = Vs (1 - Kc) [9.2]

where Vs is the total spill volume and x, is a measure of the efficiency of spill clean-up
operations. Both Vg and «, are available from previous node parameter calculations.

As noted previously, the efficiency factor represents the effectiveness of techniques that are
currently available for spill containment, clean-up and basic site reclamation. It does not reflect
the further reduction in residual spill volume that is associated with possible long-term site
remediation measures. The Residual Volume node parameter, as calculated, therefore
represents an upper bound estimate (with uncertainty) of that portion of the total spill volume
which will have the potential to adversely impact long-term human health and the surrounding
environment.
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9.5 Equivalent Volume

9.5.1 Node Parameter

The Equivalent Volume node and its direct predecessor nodes are shown in a highlighted
version of the basic node influence diagram in Figure 9.2. The Equivalent Volume node
parameter, V, is defined as the volume of reference product, spilled at a reference site, which
has an environmental damage potential equivalent to that of a given residual volume of a given
product spilled at a given site. The predecessor node arrows indicate that Equivalent Volume is
a functional node meaning that the specific node parameter is calculated directly from the value
of the parameters associated with its direct predecessor nodes which include: Product,
Segment, and Residual Volume.

The node parameter calculation model takes the residual spill volume, Vy, that is calculated at
the Residual Volume node and converts it into an equivalent volume of a reference product
spilled at a reference site by taking into account: 1) the toxicity of the spilled product, relative to
that of the reference product, and 2) the potential long-term human health impact and
environmental damage potential associated with the spill site, relative to that of the reference
site. The model assumes that a reference product and reference spill site are defined by the
decision-maker.

The concept of an equivalent spill volume is introduced as a means of normalizing the estimate
of the environmental damage potential reflected by the residual spill volume node parameter,
Vres, with respect to a common reference spill scenario. This approach provides the decision-
maker with a consistent basis for the evaluation of environmental damage related consequences
associated with pipeline failures that could occur at different locations and could involve
different products.

Since implementation of the risk-based approach envisioned in this program, requires
quantitative estimates of all of the consequences associated with pipeline failure, a quantitative
approach to the assessment of potential environmental damage is necessary. However, the
level of complexity associated with the current state of the art in quantitative environmental risk
assessment as it applies to petroleum product spills, and the level of site specific information
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required to conduct such an analysis, suggests that a rigorous quantitative approach to the
assessment of environmental damage potential is not feasible within the context of the current
program. As an alternative, an approach has been developed to characterise the environmental
damage potential of possible spill sites along the length of the pipeline based largely on a
qualitative index scoring approach developed for the Canadian Council of Ministers of the
Environment (CCME) for the ranking of contaminated sites. The site specific index scores are
then subjectively re-scaled based on expert judgement to yield quantitative estimates of
environmental damage potential.

8.5.2 Basis for an Equivalent Spiii Volume

The residual spill volume normalizing approach that has been developed to estimate an
equivalent spill volume is based on the following conceptual framework.

Tt is first assumed that, for a given spill scenario, a measure of the potential long-term impact
on human health and the environment, E , is given by

E= f(Vm,,Tx,Pexp,Rw) [9.3]

where Vs is the residual spill volume, T is a measure of the toxicity of the spilied product,
and Pexp and Reny are parameters that characterize the environmental exposure pathways and
environmental damage receptors within proximity of the spill site, respectively. Product
toxicity is defined as a measure of the level of acute or chronic (i.e. short-term or Iong-term)
hazard presented to human health and the environment by the contaminants present in the
spilled product (excluding the acute hazards associated with fires, explosions and suffocation
which are addressed elsewhere in the decision analysis model). The exposure pathways are
defined as the routes that product contaminants can follow to reach environmental receptors and
the receptors are the living organisms and/or resources that may be adversely affected by long-
term exposure to the various product contaminants.

It is then assumed that for a given residual spill volume of a given product

E = {Pexps Rem) = 8(1) [9.4]
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where I is a site specific exposure pathway and environmental damage receptor index and g{ )
is a function that transforms the pathway and receptor index, /, into a quantitative measure of
the relative environmental damage potential associated with a unit volume of product spilled at
the site.

It is also assumed that for a given spill location the overall environmental damage potential is
directly proportional to the residual spill volume and the toxicity of the spilled product. This
implies that

EwV,,T,. [9.5]

Based on the stated assumptions it follows that at a given spill site the potential human health
impact and environmental damage is given by

EeV, T g(I). [9.6]
If now an equivalent spill volume, V, is defined as the volume of a reference product, with
toxicity index T:, spilled at a reference site, with a pathway and receptor index I*, having the
same environmental damage potential as that associated with a spill characterized by Vyes, Ty
and /, then in accordance with Eqn. [9.6]

VTg(1") =V, o To8(D) [9.7]

By rearranging Eqn. [9.7] the equivalent spill volume is given by

— g T,
V=V, mg(l* ) ;—:— [9.8]

Because the above equation for equivalent volume involves product toxicity and damage
severity ratios, the toxicity index and damage severity estimate need only be defined in relative
terms.
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The following sections develop the basis for the evaluation of a relative spill site exposure
pathway and receptor index I, a pathway/receptor index transformation function g( J, and a
relative product toxicity indexT .

9.5.3 Spiil Site Exposure Pathway and Receptor index

As part of this project a system has been developed to characterise the environmental damage
potential associated with points along the length of a pipeline based on an index scoring
approach developed under the National Contaminated Sites Remediation Program (NCSRP) at
the request of the Canadian Council of Ministers of the Environment. This National
Classification System for Contaminated Sites (CCME 1992) is intended for use as "a screening
tool to aid in the evaluation of contaminated sites according to their current or potential adverse
impacts on human health and the environment”. The premise behind the use of the CCME
classification system in the present context is that following initial spill clean-up and basic site
reclamation, but prior to long-term site remediation, the spill site can be treated as a site
contaminated by the residual spill volume and the associated exposure pathways and
environmental damage receptors can be ranked using the applicable portions of the index

scoring system.

The CCME National Classification System uses an additive index scoring approach to assess
the level of hazard presented by a contaminated site. Three categories of site characteristics are
considered in this approach with each category being assigned equal importance. The basic
categories and associated maximum possible index scores are

Characteristic Maximum Score
» Contaminants 33
» Exposure Pathways 33
» Receptors 34

Maximum Total Score 100

The exposure pathway scoring approach developed for the National Classification System
considers pathways involving groundwater, surface water and direct contact with each pathway
being assigned an equal weighting (i.e. an equal maximum index score of 11). The damage
receptor scoring approach considers the potential impact on humans, animals, plants and other
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environmental resources with hurnan/animal and environmental receptor groups being assigned
an essentially equal weighting (i.e. a maximum index score of 18 for human and animal
receptors and 16 for environmental receptors).

The contaminant scoring approach developed for the National Classification System was not
adopted in this project because it is intended to apply to a very broad range of contarninants and
the system assigns an equal weighting (i.e. an equal index score) to all types of petroleum
hydrocarbon liquid products. Instead a contaminant assessment approach based on a measure
of product toxicity is adopted so that potentially significant differences in the level of hazard
presented by different hydrocarbon products can be taken into account (see Section 9.5.5).

The guide to the National Classification System for Contaminated Sites containing the Site
Classification Users Guide lists the specific factors that are used to characterize the
contaminants, pathways and receptors (CCME 1992). An extract from the users guide, which
describes the evaluation factors and the scoring approach for pathway and receptor
characteristics, is reproduced in Table 9.2. The parameters necessary to define each of these
evaluation factors are incorporated into the set of deterministic pipeline system attributes
associated with the Segment node (see Section 4.7.2 and Table 4.9).

The specific subset of pipeline system attributes that must be defined to facilitate calculation of
the relative exposure pathway and damage receptor index, /, are identified in a highlighted list
of pipeline system attributes in Table 9.3. The specific choices available to define each
parameter (see Table 4.9a) and the weighting factors associated with each possible choice are
consistent with the index scoring rationale described in the CCME site classification users
guide with the following modifications.

Because all ground-based spill sites are assumed to undergo basic clean-up and reclamation
activities aimed at minimizing the level of residual soil contamination, it is assumed that
residual contaminants will be covered (i.e. below the surface) and that the level of long-term
direct exposure to harmful airborne emissions will be negligible for the type of petroleum
products considered herein. The direct exposure factors associated with airborne emissions
and soil gas migration are therefore set equal to zero and the maximum index score for
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exposure pathways associated with direct contact is therefore reduced from 11 to 3 (see users
guide scoring approach summarized in Table 9.2).

In addition, because the CCME classification system was developed for ground-based spill
sites, special consideration must be given to spills that occur directly into water (e.g. for
pipeline failures that occur at river and stream crossings). The approach adopted herein
assumnes that for product spills in water, the water-based exposure pathways will be scored at
their maximum values (i.e. surface water pathway score = groundwater pathway score = 11).

The above implies a maximum possible exposure pathway score of 25 (i.e. 11 for
groundwater, 11 for surface water, and 3 for direct contact) which when combined with the
maximum possible damage receptor score of 34 results in a maximum total pathway/receptor
index score of 59.

9.5.4 Spill Site Environmental Damage Potentlal Estimate

To integrate the CCME index scoring approach to exposure pathway and damage receptor
characterisation into a quantitative environmental consequence assessment model, a
transformation function, g( ), is required to convert the relative pathway/receptor index, /, into
a quantitative measure of environmental damage potential. To achieve this goal a subjective
approach was adopted based on the opinion of experts in the environmental field.

Using this approach subjective estimates were obtained of the relative severity of environmental
damage associated with a representative set of spill scenarios; each scenario being characterized
by different combinations of land, surface water and groundwater contamination and different
potential land and water uses. Each spill scenario was then evaluated using the CCME index
scoring system for exposure pathways and damage receptors and a regression analysis was
carried out to develop a function that would convert the pathway/receptor indices into the
corresponding environmental damage severity estimates.

The set of environmental damage scenarios considered in this study are outlined in Table 9.4
together with the CCME pathway, receptor and combined pathway/receptor index scores
(which assume definite contamination of the indicated exposure pathways). From this set of
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scenarios a representative subset (shown in bold face in Table 9.4) was chosen for quantitative
evaluation of the relative environmental damage severity associated with the spill of a reference
volume of reference product. The representative subset, ranked in descending order of
potential damage severity according to the associated CCME pathway/receptor index scores, is
shown in Table 9.5 together with the damage severity ratings obtained for each scenario from
the environmental risk assessment experts that participated in the study.

Regression analysis carried out on the data presented in Table 9.5 produced an index
transformation function of the form

(1) = 0.0346+0.030197 — 0.0002324/> [9.9]

The data used to develop the index transformation function is shown together with the
associated curve in Figure 9.3. The relative damage severity ratings, calculated from the
pathway/receptor indices using this transformation function, are given for each scenario in
Table 9.5.

The vertical scatter exhibited by the data points plotted in Figure 9.3 indicates that there is
considerable disagreement among the participating experts as to the level of damage severity
implied by the attributes that have been used to define each reference scenario. This highlights
the fact that a true quantitative approach to environmental risk assessment would require a
much more detailed characterization of exposure pathways and damage receptors. As
indicated, a higher level of system attribute characterization is considered to be beyond the
scope of the current project and potentially impractical for use in the current decision-analysis
context. It is noted, however, that the basic trend in the data is clearly captured by the index
transformation curve and that it generally supports the scenario ranking associated with the
CCME pathwayj/receptor index scoring approach adopted herein.

9.5.5 Product Toxicity

In the context of a quantitative environmental risk assessment, the toxicity of a product is
determined using a formal analysis approach in which the level of hazard associated with the
product is determined using appropriate dose-response relationships that have been established
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from studies of the effects of the product on humans, animal and plants. Because hazardous
chemical products can have diverse short-term and long-term effects, both non carcinogenic
acute and chronic toxicity as well as carcinogenic chronic effects should be considered in the

assessment.

Unfortunately both raw and refined petroleum products are extremely complex hydrocarbon
compound mixtures that are highly variable in chemical content, even in their initial state, and
once exposed to the environment their chemical content can change significantly over time due
to weathering action that occurs as a resuit of various chemical, physical, and biological
processes (Stelljes and Watkin 1993). In addition, the potential human health and
environmental impact of many of the chemical compounds contained in typical petroleum
products has yet to be studied to the point where reliable dose-response relationships are
available for all relevant receptors. For these reasons, standardized methods for quantifying
the level of hazard associated with broad classes of petroleum hydrocarbon mixtures (such as
gasoline, fuel oil, diesel oil, and crude oil) are not currently available,

Alternatively, a surrogate chemical approach can be adopted wherein a petroleum mixture is
characterized by the concentration of selected chemical constituents which are known to have a
significant potential impact on human and/or environmental receptors (Stelljes and Watkin
1993). The most commonly sited indicator chemicals include the volatile aromatic compounds,
in particular benzene and to a lessor extent: toluene, ethylbenzene and xylenes (together known
as the BTEX compounds) and some polycyclic aromatic hydrocarbons (PAHS) such as
benzo(a)pyrene (Custance et al. 1993). The BTEX compounds are typically used as indicator
chemicals because they represent the most volatile, soluble and mobile components in crude
oils and constitute a significant portion of lighter refined products such as gasoline. In
sufficiently high concentrations they are acutely toxic and benzene is a confirmed human
carcinogen. The PAHs are often chosen because they are prevalent in crude oil and middle
range distillates (e.g. diesel oil), they are persistent in the environment and many are known
animal carcinogens.

Generic studies characterizing the range of BTEX, PAH and other relevant compound groups
in typical product mixtures were not found in the literature. This is attributed to the highly
variable nature of the chemical composition of petroleum product mixtures noted previously
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and the expense associated with the development of a toxicological profile for a given mixture.
In the absence of the necessary quantitative data on the concentrations of toxic compounds in
typical petroleum product mixtures, it is suggested that the relative product toxicity index, Ty,
be set equal for all petroleum products (including the reference product). This is consistent
with the approach adopted by the CCME in the Contaminants portion of the site classification
scoring system. A specific operator, however, may wish to develop toxicological profiles for
different product mixtures transported and use them to obtain more refined estimates of the
relative toxicity associated with these products. These relative toxicity esitmates can then be
used in Eqn. [9.8], leading to a more accurate assessment of the environmental impact of
spills.
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Definiti

jon
o

tots &4 (L
Near Field Terrain

B

Needed for CCME Index

18 Natural Surface Containment text string 3 choices X
19 {Distance to Surface Water text string 3 choices X
20 |Surface Topegraphy {ext string 3 choices X
21 |Annual Raiofall text string 4 choices X
22 |Flood Potential text string 4 choices X
23 jConfining Layer Thickness text siring 3 choices X
24 Confining Layer Conductivity text string 3 choices X
25 Aquifer Conductivity text string 3 choices X
26 {Drinking Water within Skm text string 12 choices X
27 |Other Water within Skm text string 12 choices X
28 [Land Use within Skm text string 12 choices X
29 |Sens. Environment within 10km  text swing 4 choices X
30 |Sens. Groundwater within 10km  [text string 4 choices X

Table 9.3 Pipeline system attributes required to define pathway and receptor index
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10.0 REPAIR AND INTERRUPTION COSTS

10.1 Overview

The Repair and Interruption Cost node group (group 8) is shown in a highlighted version of
the compound node influence diagram in Figure 10.1. This node group involves parameters
that represent the annual maintenance and inspection costs associated with integrity
maintenance programs, the direct costs associated with pipeline repair following leak or rupture
type failure, and the direct costs associated with the pipeline being out of service following
failure. Because the service interruption cost is highly dependent upon the duration of the
interruption period, the node group also includes a parameter that reflects service interruption
time. The individual parameters associated with the Repair and Maintenance Cost node group,
as identified by the shaded nodes in a highlighted version of the basic node influence diagram
shown in Figure 10.2, are discussed in the following sections.

10.2 Maintenance Cost

The Maintenance Cost node (basic node 8.1) and its direct predecessor node are shown in a
highlighted version of the basic node influence diagram in Figure 10.2. The specific node
parameter is the annual cost of inspection and maintenance programs directed at maintaining
pipeline integrity, Cpu,. The predecessor node arrow indicates that Maintenance Costis a
conditional node meaning that the value of the node parameter is conditionally dependent upon
the values of its direct predecessor node which is Choices. The Maintenance Cost node
parameter must therefore be defined explicitly for all inspection and maintenance options
identified at the Choices node. In the contest of this project the node parameter is defined, for
each choice, by specifying a continuous probability distribution for the annual maintenance

cost.
The information required to define the node parameter is highly pipeline specific. The

probability distribution of annual inspection and maintenance costs for each candidate integrity
maintenance program identified at the Choices node should therefore be established for a given

10.1
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pipeline based on operating company experience and/or budget price estimates provided by
contractors that provide pipeline inspection and maintenance services.

10.3 Repalr Cost

The Repair Cost node (basic node 8.2) and its direct predecessor nodes are shown in a
highlighted version of the basic node influence diagram in Figure 10.2. The specific node
parameter is the cost of repair associated with pipeline failure, c,,,. The predecessor node
arrows indicate that Repair Cost is a conditional node meaning that the value of the node
parameter is conditionally dependent upon the values of its direct predecessor nodes which
include Pipe Performance and Segment. The Repair Cost node parameter must therefore be
defined explicitly for all possible combinations of the performance states involving failure (i.e.
small leak, large leak, and rupture) and for selected combinations of the pipeline system
attributes associated with each segment which are known to have a significant effect on repair
cost. In the context of this project the node parameter is defined for each combination by
specifying a continuos probability distribution for the expected repair cost that can take any
value within a defined range.

A literature review was carried out to identify specific pipeline system and right-of-way
attributes that can have a potentially significant effect on the costs associated with pipeline
repair. The relevant system attributes identified include:

+ pipeline diameter

« pipeline accessibility;

+ terrain conditions; and

+ crossings.

In the context of this project pipeline accessibility is defined by two discrete choices:

+ easy access, and
» difficult access,

where sites with easy access are assumed to involve proximity to a service centre and/or case of
equipment access, and sites with difficult access are assumed to involve remoteness from a
service centre and/or difficulty with equipment access.

10.2
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Terrain conditions and crossings are combined into a single composite attribute that is defined
by nine discrete choices:

» typical cross-country conditions;

» bog or muskeg;

» marsh or swamp;

s lake;

+ uncased roadway or railway crossings,;
« cased roadway or railway crossings;

« unprotected river or stream crossings;

+ protected river or stream crossings; and
« aerial crossings.

In addition, it is assumed that pipeline failure modes can be divided into two separate
categories: small leaks and large leaks or ruptures. The distinction being made on the basis that
a small leak can typically be repaired using a full encirclement sleeve whereas a large leak ora
rupture will require a cut-out replacement.

If it is further assumed that for a given pipeline system the diameter of the line pipe will remain
essentially constant, then diameter can be eliminated from the attribute set and the remaining
attributes define a matrix of 36 possible attribute combinations, each of which is potentially
associated with a different repair cost. The repair cost matrix is shown in Table 10.1.

Because the repair costs that define the cost attribute matrix are dependent upon the pipeline
diameter range and other factors that are considered operator specific, it is assumed that the
repair cost information necessary to define the matrix will best be defined by the operating
company on a line by line basis or possibly on the basis of distinct line diameter ranges.

10.4 Interruption Time

The Interruption Time node (basic node 8.3) and its direct predecessor nodes are shown ina
highlighted version of the basic node influence diagram in Figure 10.2. The specific node
parameter is the length of time during which service is interrupted in the event of pipeline
failure, t,,,. The predecessor node arrows indicate that Interruption Time is a conditional node
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meaning that the value of the node parameter is conditionally dependent upon the values of its
direct predecessor nodes which include Pipe Performance and Segment. The Interruption Time
node parameter must therefore be defined explicitly for all possible combinations of the pipe
performance states involving failure (i.e. small leak, large leak, and rupture) and for selected
combinations of the pipeline system attributes associated with each segment which are known
to have a significant effect on service interruption time. In the context of this project the node
parameter is defined for each combination by specifying a continuos probability distribution for
the service interruption time that can take any value within a defined range.

It is assumed that interruption time will be proportional to the level of effort and hence cost
associated with pipeline repair. It follows then that the pipeline system attributes that effect
repair cost can also be assumed to effect interruption time. The system attribute matrix
developed for repair cost is therefore assumed to be directly applicable to service interruption
time. The corresponding interruption time matrix is shown in Table 10.2.

It is noted that in the context of service interruption time, as opposed to repair cost, the
distinction between small leaks and large leaks or ruptures is based on the assumption that
small leaks will involve only partial service interruption corresponding to a pipeline pressure
drop during sleeve installation, whereas large leaks and ruptures will involve complete
interruption of service while the cut-out replacement is performed.

As for repair cost, because the values that define the time attribute matrix are dependent upon
the pipeline diameter range and other factors that are considered operator specific, it is assumed
that the interruption time information necessary to define the matrix will best be defined by the
operating company on 2 line by line basis or possibly on the basis of distinct line diameter
ranges.

105 Interruption Cost
10.5.1 Introduction

The Interruption Cost node (basic node 8.4) and its direct predecessor nodes are shown in a
highlighted version of the basic node influence diagram in Figure 10.2. The specific node
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parameter is the direct cost associated with service interruption cause by pipeline failure, ¢y,;.
The predecessor node arrows indicate that Interruption Cost is a functional node meaning that
the value of the node parameter is calculated directly from the value of the parameters
associated with its direct predecessor nodes which include: Product, Segment, Pipe
Performance and Interruption Time.

Service interruption costs are calculated differently for liquid product and natural gas pipelines.
Liquid product line operators are paid based on the amount of product delivered while natural
gas line operators are paid based on the amount coniracted unless they deliver less the a
specified percentage of a shippers nomination during any given month.

10.5.2 Liquld Product Plpelines

Given the mass flow rate in the pipeline segment being considered, the interruption time and a
reduction in flow volume for the specified pipe performance it is possible to calculate the
reduction in product volume transported using the equation

v, = 20f [10.1]

Ps
where 1y, is the normal mass flow rate in the segment, fin is the time duration of service
interruption, psis the product density under standard conditions and r is the reduction in
transported product resulting from the interruption. With the reduction in volume transported
during the service interruption it is possible to calculate the total interruption cost with the

equation

Cina = Vint(p — e = ) + Crump [10.2]

where uy, is the unit price paid to the pipeline company for transporting the product, i is the
unit cost incurred by the pipeline company for transporting the product, us is the unit volume
savings resulting for not having to transporting the product, and Ciump is any lump sum cost
associated with the service interruption. This formula uses the unit profit resulting from
transporting the specified product, and takes into account any possible cost reductions
(savings) and lump sum costs associated with a service interruption event.
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10.5.3 Natural Gas Plpelines

Interruption costs for natural gas pipelines depend upon the reduction in volume received from
each individual shippers during any month. Therefore, information on how a leak or rupture
affect shippers in required for each pipeline segment. For each shipper a percentage of the
flow in the segment, a percent reduction for small leaks and a percent reduction for large leaks
and ruptures are required.

It is assumed that an interruption has an equal probability of occurring at any time within a
month. It can be shown that depending upon when in a month the interruption starts, an
interruption of less than one month in duration can either occur during a single month or may
span over a month end. If the interruption extends beyond the month end its affect on
nomination volumes during any single month is reduced. Likewise, an interruption with a
duration of 1-2 months may affect either two or three monthly billing periods and for
interruptions of over 2 months at least one complete month is affected by the interruption. Itis
therefore possible to calculate the length of an interruption in any month as a function of the
start time and the resulting reduction in volume received from a given shipper. The basis for
this calculation is given in Appendix G.

Having calculated the reduction in receipts from a shipper for a month the cost (or savings) of
interruption for the shipper can be calculated. The volume of gas not delivered during 2 month
can be calculated as:

mmmﬁrmr

int < m

[10.3]

5

where rg is the normal mass flow rate in the segment, 1y, is the time in an average month (30.4
days), ps is the product density under standard conditions and rp, is the reduction in flow for
the shipper averaged over the month. The basic interruption cost (savings) for shipper during
the month is:

CP = Vyu{~u,) [10.4]
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where u, is the unit volume savings resulting for not having to deliver the natural gas. If the
abatement cut-off has been exceeded in the month then abatement cost can be calculated using

the equation
Cop =V lees [10.5]
where U is a per unit volume company cost of service given in the Gas Transportation Tariff

agreement. The total interruption cost can be calculated by adding the interruption costs to
individual shippers for all months in which they were affected. This is done using the

following equation
= 3 S(Ch+CH)+ Clump [10.6]
shippers m

where Clunyp is any additional lump sum cost associated with the service interruption.
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Terrain and Accessibility Repair Cost ($1000's)
Crossings Small Leak Large Leak / Rupture
(i.e. sleeve repair) (i.e. cut-put repair)

Typical gasy access
(cross-country) difficuit access

Bog / Muskeg easy access
difficult access

Marsh / Swamp easy access
difficult access

Lake £asy access
difficult access

Roadway / Railway easy access
(uncased) difficult access

Roadway / Railway easy access
(cased) difficult access

River / Stream easy access
(unprotected) difficult access

River / Stream easy access
{protected) difficult access

Aerial easy access

difficult access

Table 10.1 Pipeline repair cost matrix




Terrain and Accessibility Service Interruption Time (hrs)
Crossings Small Leak Large Leak / Rupture
(i.e. sleeve repair} (1.e. cut-out repair)

Typical easy access
(cross-country) difficult access

Bog / Muskeg £asy access
difficult access

Marsh / Swamp €asy access
difficult access

Lake gasy access
difficult access

Roadway / Ratlway €asy access
(uncased) difficult access

Roadway / Railway easy access
(cased) difficult access

River / Stream easy access
(unprotected) difficult access

River / Stream easy access
(protected) difficult access

Aerial e4asy access
difficult access

Table 10.2 Pipeline service interruption time matrix
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11.0 RELEASE AND DAMAGE COSTS

11.1  Overview

The Release and Damage Cost node group (group 9) is shown in a highlighted version of the
compound node influence diagram in Figure 11.1. This node group involves parameters that
represent the cost of lost product, liquid spill clean-up costs and the costs associated with
property damage. The individual parameters associated with the Release and Damage Costs
node group, as identified by the shaded nodes in a highlighted version of the basic node
influence diagram shown in Figure 11.2, are discussed in the following sections.

11.2 Cost of Lost Product

The Product Cost node (basic node 9.1) and its direct predecessor nodes are shown ina
highlighted version of the basic node influence diagram in Figure 11.2. The specific node
parameter is the direct cost associated with the product lost at the time of pipeline failure. The
predecessor node arrows indicate that Product Cost is a functional node meaning that the value
of the node parameter is calculated directly from the value of the parameters associated with its
direct predecessor nodes, Product and Release Volume.

The product cost, Cp,,q, is calculated using the following equation

cprod EHPVR [lil]

where Vp is the total release volume and u, is the unit product cost.

The release volume is defined at the Release Volume node leaving unit product cost (#,) which
must be defined for all products carried in the pipeline. This supplementary product data does
not constitute an additional set of influence diagram parameters but rather it represents a set of
deterministic data that must be available to the Product Cost node to facilitate evaluation of the

node parameter.
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As part of this project a survey of recent energy statistics was carried out to develop a
representative set of unit prices for the product groups of interest. The cost information and
reference sources are given in Table 11.1 for each of the main product groups of interest.

11.3  Unit Clean-up Cost

11.3.1 Node Parameter

The Clean-up Unit Cost node (basic node 9.2) and its direct predecessor nodes are shown in a
highlighted version of the basic node influence diagram in Figure 11.2. The specific node
parameter is the unit cost of spill clean-up associated with liquid product pipeline failure, ictean.
The predecessor node arrows indicate that Clean-up Unit Cost is a conditional node meaning
that the value of the node parameter is conditionally dependent upon the values of its direct
predecessor nodes which include Pipe Performance, Product, Season and Segment. The
Clean-Up Unit Cost node parameter must therefore be defined explicitly for all combinations of
pipe performance states involving failure (i.e. leak and rupture), for both summer and winter
(i.e. frozen and unfrozen) seasons, and for selected combinations of product and pipeline
attributes which are considered to have a significant impact on spill clean-up cost. In the
context of this project the node parameter is defined for each combination by specifying a
continuos probability distribution for the expected unit clean-up cost (ictean) that can take any
value within a defined range.

A literature review was carried out to identify the specific product and pipeline right-of-way
attributes that can have a potentially significant effect on the costs associated with liquid spill
clean-up. The relevant atiributes identified include:

+ product viscosity;
+ ground surface permeability for spills on land; and
+ water flow characteristics for spills into water.

In the context of this project product viscosity is used to distinguish between light and heavy
liquid products. Light products are assumed to include the lighter refined products such as
gasoline and the middle distillates (e.g. kerosene based products and gas oils) which spread
quickly and easily penetrate permeable soils, whereas the heavy products are assumed to
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include the heavier refined products and crude oils which tend to spread more slowly and in the
short term generally do not penetrate as far as the lighter products.

Ground surface permeability (as it affects ground based spills) and water flow characteristics
(as they affect water based spills) are combined into a single composite attribute that is defined
by eight discrete choices:

» ground of low permeability (i.e. clayey soil or shale);

+ ground of moderate permeability (i.e. silt or glacial till);
+ ground of high permeability (i.e. clean sand or gravel);
« waterlogged ground masses (i.e. bog or muskeg);

« water covered vegetation (i.e. marsh or swamp);

+ static water (i.e. pond or lake);

+ slow flowing water (i.e. laminar river flow); and

» fast flowing water (i.e. turbulent stream flow).

It is assumed that the effect of the above ground and water characteristics on clean-up actions
will be directly influenced by the season with frozen winter conditions reducing the effective
permeability of the ground surface and providing a physical barrier that will affect the
spreading and recovery of spills that occur either onto the surface of or under the surface of
frozen water.

In addition, it is assumed that pipeline failure modes can be divided into two separate
categories: small leaks and large leaks or ruptures. The distinction being made on the basis that
a small leak will typically involve subsurface release and spreading of liquid product whereas a
large leak or a rupture will produce a crater providing for surface spreading of released
product.

The product and ground/water attributes, when combined with the two distinct season and
failure modes, define a matrix of 64 possible attribute combinations, each of which is
potentially associated with a different unit clean-up cost. The resulting unit clean-up cost
matrix is shown in Table 11.2.
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11.3.2 Unit Clean-up Cost Estimates

It is assumed that unit clean-up cost estimates can be developed for generic spill scenarios
involving each of the product and spill site attributes identified in the efficiency matrix shown
in Table 11.2 to a degree of accuracy that depends on the level of effort involved. As a first
stage in the development of a realistic and set of unit clean-up cost estimates, a subjective
approach was adopted based on the judgement of experts in the environmental field. To this
end representatives from the Calgary offices of the consulting engineering firms of O'Connor
Associates Environmental Inc. and AGRA Earth & Environmental Limited were asked to
provide subjective estimates of the likely range of unit clean-up costs (i.e. the 90% confidence
interval on clean-up cost) associated with each spill scenario based on previous experience.
The responses obtained from each consultant are summarized in Appendix I.

The clean-up cost range estimates provided by the environmental consultants were then
averaged (see Appendix J) and the resulting average lower bound and average upper bound
values for each case were taken to represent the 5 percentile and 95 percentile values of a
standard normal probability distribution. The normal probability distribution type was chosen
because in the absence of additional information it represents the simplest and most reasonable
way to characterize the parameter uncertainty using a continuous distribution. The resulting
distribution parameters associated with each case (i.e. the mean and standard deviation) are
included in Table 11.2.

114 Total Clean-up Cost

The Clean-up Cost node (basic node 9.3) and its direct predecessor nodes are shown in a
highlighted version of the basic node influence diagram in Figure 11.2. The specific node
parameter is the total cost associated with spill clean-up resulting from liquid product pipeline
failure. The predecessor node arrows indicate that Clean-up Cost is a functional node meaning
that the value of the node parameter is calculated directly from the value of the parameters
associated with its direct predecessor nodes, Spill Volume, Clean-up Efficiency and Unit
Clean-up Cost.

The total spill clean-up cost, ¢, is calculated using the following equation
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Cetean = KeVsllctean [11.2]
where Vg is the total spill volume, x, is the clean-up efficiency and ugjeq, is the unit clean-up
cost. All of the information necessary to calculate the node parameter is available from
preceding node parameter calculations.

115 Cost of Property Damage

11.5.1 Introduction

Figure 11.2 shows the node representing cost of property damage and its relationship to other
influence diagram nodes. This is a functional node in which the cost of property damage is
calculated from such parameters as the product (and its characteristics), the failure location, the
ambient temperature and wind conditions, and the release rate and release volume. The node
has the same direct predecessors as the node representing the number of fatalities, and uses a
similar approach to calculate the node parameter. It uses release models to estimate the areal
extent of a hazard or spill, and combines this with unit costs of damaged property and land to
calculate the total cost of damage.

In calculating the cost of damage different damage scenarios are considered, namely fires,
explosions and spills. Fires and explosions are possible for all product types, whereas spills
are only relevant for LVP liquids. The methods used to caiculate the cost of property damage
are described in Sections 11.5.2 and 11.5.3.

11.5.2 Assumptions and Baslc Approach

For a given hazard scenario, the total property damage cost is the sum of two components:

1. The cost of replacing damaged buildings and their contents.

2. The cost of site restoration. This relates to land around buildings in developed areas,
agricultural land, parks and undeveloped land. The damage costs in this case covers
immediate clean up and remediation for all lands, as well as replacement of landscaping for
developed land.
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The type of damage that could occur depends on the product released. For gas or HVP liquids
there are no spills associated with the release. Damage caused by these products therefore
results only from fires or explosions, which can damage both buildings and land. Land
damage in this case corresponds to loss of vegetation, forests or landscaping. The costs
associated with this are the costs of replacing landscaping or re-seeding forests.

LVP products result in a liquid release that could evaporate and/or ignite, causing a subsequent
fire or explosion. If the spill does not ignite, no damage to buildings will occur. Only damage
to the soil will occur due to seepage of the spill into the ground. The costs associated with this
damage are the costs of clean up and remediation of affected land. If the spill ignites, damage
to buildings and land will occur due to the fire as in the case of gas and HVP products. In
addition, seepage of the liquid into the ground could occur before or during the fire, causing
damage of the soil as in the case of unignited spills. It is therefore assumed that if an LVP spill
ignites the costs of land damage will be the sum of remediation of the site and replacing

landscaping or forests.

For a given hazard scenario (fire, explosion or spill), the total cost of property damage is
calculated as follows:

Cmg = 2 Cu X g X A [11.3]

where  indicates a summation of the costs for damage associated with each type of property,
namely buildings and their contents, and land; and the symbols in the equation are defined as
follows:

cy is the cost of restoration per unit area;

Lg. is the effective ground coverage defined as the ratio between the total area of the
property type considered as a ratio of the total ground area. In the case of buildings for
example, this would be the total floor area (total of all stories in multi-story developments)
divided by the total ground area; and

A s the total ground area for which property will be damaged by the hazard.

In order to implement Equation [11.3] the values of ¢, g, and A must be defined for different
types of hazard and different types of land use that occur around pipelines. The definition of
these parameters are addressed in Sections 11.5.3 10 11.5.4.
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11.5.3 Calculation of Hazard Area

The ground area affected by a given hazard (A in Equation {11.3]) is calculated using the
release models discussed in Appendix C. The hazards considered here include thermal
radiation from jet or pool fires, vapour cloud fires, vapour cloud explosions and spills. Itis
noted that asphyxiation which was considered as a hazard to human life does not pose a risk of
property damage and is therefore not considered here.

The approach used to define the extent of damage due to fires and explosions is similar to that
used for calculating the number of fatalities (see Section 8.2 and Figure 8.2). Two hazard
intensity thresholds are defined: an upper bound threshold defining the hazard intensity above
which all property is destroyed; and a lower bound threshold below which no damage occurs.
Between the two thresholds the probability of damage is assumed to vary linearly from 1 to 0.
Based on a similar analysis to that described in Section 8.2, it can be shown that the equivalent
area A based on these assumptions is given by:

A=0.5(4 + Ay) [11.4]

where A; is the total area within the upper bound threshold and Ao is the total area within the
lower bound threshold.

The upper and lower bound thresholds used for fires and explosions are given in Table 11.3.
The assumptions and justifications behind these values are discussed in Appendix E. Fire
damage thresholds for buildings are based on the heat intensity that causes wood to ignite. The
lower bound threshold for building damage due to explosions is based on the pressure that
causes breakage of glass and the upper bound threshold on the pressure that causes total
destruction of houses. For damage to land the thresholds for igniting vegetation and trees are
assumed to be the same as those for people in outdoor locations.

For LVP liquid spills, the damaged area is equal to the spill size. The spill size for this purpose
is calculated as the release volume divided by an assumed average pool depth of 1 cm. A
similar value of pool depth was used by other researchers in the past (e.g. Ramsay and
Hilbert 1994). The release volume is calculated using the method described in Section 6.3.
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11.5.4 Unit Costs and Effective Ground Coverage

Table 11.4 gives a summary of the unit damage costs and effective ground coverage for
different categories of land use. The following comments are relevant to the values in the table:

» In industrial, commercial and urban residential areas the ground coverage under the site
restoration category corresponds to landscaped areas. The total ground coverage for
buildings and landscaped area does not add up to 100%. The remainder consists of roads
and parking lots that are assumed not to be affected by a release.

« The value of building contents is given as a percentage of the unit cost of the building.
This cost is added to the building unit cost to get the total cost of damaging the building and
its content. For example, the unit cost of damage to a building and its contents in a
residential area is $700x(1+75/100) per m2.

+ For developed land (landscaped or parkland), the costs of site restoration are assumed to be
the same for a liquid spill, fire or blast. This is based on the assumption that the land will
be immediately restored to its original state. For undeveloped or agricultural land, the cost
of fire or blast is much lower than the cost of a liquid spill because the former involves only
re-planting costs, whereas the latter involves removal of contaminated soil.
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Petroleum Fraction Product Group Cost ($/m3)
Natural Gas methane 0.055!
ethanes 602
Natural Gas Liquids propanes 853
butanes
pentanes (condensate) 1205
(Gasolines automotive gasoline
aviation gas
Kerosenes jet fuel (JP-1) 2004
range oil (Fuel Oil - 1)
Gas Oils heating oil (Fuel Oil - 2)
diesel oil (Fuel Oil -2D)
Crude Oils 120!
Notes:

1. representative wellhead/plant gate price: 1990 - 1993
(CAFP statistical handbook, July 1994)

2. representative F.O.B. Alberta plant price: 1990 - 1993
(CAPP statistical handbook, July 1994)

3. representative F.O.B. Alberta plant price: 1990 - 1993
(Energy Statistics Handbook, Statistics Canada, Dec, 1994)

4. representative F.O.B. export price: 1989 . 1993
{National Energy Board Annual Report. 1994)

5. the price of pentanes plus is historically comparable to that of crude oil
{Canada Year Book, Statistics Canada, 1990)

Table 11.1 Unit cost estimates for representative petroleum products




styrds 1onpord wnaponed pinbry 10§ 531800 dn-ueadd 1tun Jo vonezuvORIRYY) TIT SIGBL

({uonerasp prepuels “ueoui] fEULION “'1) SUOHEIASD PIEPUEIS pue SuBaw pajernge) syl pim 2d4) uonngunsip [putoN v £q pouyop misumrey
Afuo zomnm ut sorpdde pue edepms 291 oyl yesuaq Surpeasds pmby 0) s1aje1 peands pue oSOl JOBLNSGNS ‘1M i S[idS JoJ :MopN

08¢ ‘SL61 S1E ‘8501 OlIT ‘SLIE LT *€191 (uezoy o)) 1AUIM 1IEAN
(mwou 308} ofqeorydde 1ou ¢9¢ ‘001 (o100 205) 9(qesydde 10U €0V “88L1 Jourans Buimord 158
9s¥ ‘05T L1T ‘8LE 9T ‘0881 LIT ‘€8¢ (vazoxg 07) JapuEm M
{s10u 928} 21qeondde 1ou 091 ‘€18 (9101 205) argeondde 10u 61€ ‘SLOT IUmung FuWMOLY MO
9Ty "00EL ¢¢'0LT 9zt ‘00ET €6 ‘8LT (usrory "3 FIUIM DIRM
(or0u 208) ogqeorjdde 10u 1€ ‘€501 {er0u 035} ojqeonidde Jou ZIE ‘€901 Jowums oneig
[Ss A £6 ‘€LE 08¢ ‘SLEL 091 “8%8¢ (wazog 9 UL uonedap
(mou 208) djqeordde Jou $I1 ‘88Y {o10u 295) ofqeondde Jou 01¥ 'SLOT Jousums PaIaA0)) IEM
671 ‘£9¢ 86T ‘01L 08€E ‘001 811 ‘699 (uszoy 377) KUIM sSRWPUNOL
061 ‘889 61E “SLL 67Y ‘S6E1 861 “SL9 Iuums paddoparem
611 ‘089 L9 ‘SLYy 08¢ ‘SLET T81 ‘008 (uoy oy aommm | Aupqesuiag Yy
Pl ‘E1L SL1'ElL $8¢ ‘89¥1 OLTT SLST JoUUs punoIn
191 099 001 ‘8¢ 16T ‘8¢8 02T ‘£9¢ (uaz0gy 31) IRUIM HHYJ MEIPOW
LOT ‘§L9 STl ‘vor 0sESLOT $9¢ ‘0001 Jouruns punoiny
81 ‘18¢ 191 ‘Otp SLT ‘€99 66 ‘£9¢ (uozog on) Jopurm | KINIQROULIDG MO”]
£6 ‘€LT 901 ‘00¢ 87T 'SLL 611 '0¢ES Runung punoasy
(peauds 3 oseofar oospms) | (peands p sseojar aoppmeqns) | (peasde p osesfarsouyns) | (peaxds 3 aseopar sovpmsqns)
aamydny ; weay adaey qBa] jpewmsg axmpday ; yesy 28 ¥ea] [jews Jpeiey)
Pnpodd paugdaun} AAvdy Ppaposg pauysy ysry uosedIg wel ],

(pupoad passaodar jo anow dqgnd aad §)

. 1500 dn-ues))d nup




Hazard | Parameter Unit Building Damage Land Damage
Thresholds Thresholds
Lower Upper Lower Upper
Bound Bound Bound Bound
Thermal Heat kW/m? 15.7 27 6.3 15.7
Radiation Intensity
Vapour Volume Ratio N/A N/A 0.5CL® co
cloud fire | Concentratio
n
Vapour | Volume kPa 2.069 34475 | 2.069 34.475
cloud Concentratio
explosion n
(1) Lower flammability limit.

Table 11.3 Upper and Lower bound Hazard Thresholds for Property Damage




Land Use Building Reconstruction Costs Site Restoration Costs
Unit Value of Effective Gad. | Unlt Costfor | Unit Costfor | Effective Gnd.
Cost Contents Coverage Fire or Biast Liguid Spill Coverage
{$ persq. m.} {% of bldg.) | (% of total arcd) (% per sg. m.) {$ persq. m.) | (% of total area)
Industrial (1) 325 200 28(2) 14.20 (8} 1420 (8) 20
Commercial (1) 550 200 32( 14.20 (8) 1420 (8) 20
Residential - urban (1) 700 15 24 (4) 2050 (9) 20.50(9) 70
Residential - rural 700 15 02651 5.50¢7,10) 5.50 (7,10} 100
Ag:riculmrai TO0 150 0.0062 (6,7) 4.054 (7,11) 3.60 (7,12} 100
Parkland 700 0 a 5.40 540 100
Parkland - forested 700 0 0 0.07 3.60 100
Remote 160 0 a 0.00 3.60 100
Remote - forested 700 0 0 007 3.60 100

Notes:
1) ground coverage assumption: 30% lot, 10% landscaped easement and greenspace, 10% sidewalks and roadways
2) effective coverage based on a building floor area of 35% of lot area (see also note 1}
3) effective coverage based on a building floor area of 40% of lot area (see also note 1)
4) effective coverage based on » building floor area of 30% of lot arsa (see also note 1)
5) effective coverage based on 12.36 dwelling units per sq. km. (8 dwelling per quarner section)}
6) effective coverage based on 0.385 dwelling units per sq. km. (1 dwelling per section)
7} assumes a representative dwelling area of 160 sq. m. with a heavily landsacaped surrounding area of 480 sq. m.
8) unit cost based on 10% @ $23 per sq. m. (setback @ LR) and 10% @ $5.40 per 5q. m. {easement @ LP)
9) unit cost based on 60% @ $23 per sq. m. (yard @ LR) and 10% @ $5.40 per sq. m. {easement @ LP)
10} umit cost based on 0.6% @ $23 per sq. m. (immediate yard @ LR) snd 99.4% @ $5.40 per sq. m. (remainder @LP)
11) wnit cost based on 0.0186% @ $23 per sq. m. (immediate yard @ LR) and 99.98% @ 30.05 per sq. m. (cropland @ CA)
12) unit cost based on 0.0186% @ $23 per sq. m. (immediate yard @ LR) and 99.98% @ $3.60 per 5. m. (cropland @ LM)
Basic Unit Costs:
Buildings: BR  Residential Building - $700 per sq. m. (~$65/sq. ft.)
BC Commercial Building - $550 per sq. m. {(~550/sq. f1.)
Bl  Industrial Building - $325 per sq. m. (~$30/sq. ft.)
Landscaping & Crops: LR Residential Standard - $23.00 per sg. m. (~$2.10/sq. fr)
(includes: grading, 100 mm top soil, sod, and allowance for shrubs, trees and fencing)
LP Parkland Standard - $5.40 per sq. m. (~80.50/sq. f1.)
fincludes: grading, 100 mm top soil, sod, and trees as per urban development siandards)
IM  Miscelisneous Standard - $3.60 per sq. m. (~50.33/5q. ft.)
(includes: grading,150 mm top soil and seed)
CA  Agricultaral Crop - $0.05 per sq. m. (~$200/acre}
{bazed on average value for canola, wheat, peas, oals, eic.)
CF  Forest- $0.07 per sq. m. {(~5280/acre)
(based on an average timber value for mixed forest and replanting cost}

Table 11.4 Property damage cosis associated with building reconstruction and site restoration
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12.0 TOTAL COST

12.1 Node Parameter

The Total Cost node group (group 10) is shown in a highlighted version of the compound node
influence diagram in Figure 12.1. The node group consists of a single Total Cost node (node
10) which is shown together with its direct predecessor nodes in a highlighted version of the
basic node influence diagram in Figure 12.2. The specific node parameter is the total financial
cost which is taken to be the sum of the direct costs associated with pipeline inspection and
maintenance and the risk related costs associated with pipeline failure including the value of
compensation for property damage and human casualties. Total Cost is a functional node
meaning that the value of the node parameter is calculated directly from the values of its direct
predecessor nodes which include: nodes in the Repair and Interruption Cost group, the Release
and Damage Cost group, and the Number of Fatalities node.

The total cost, ¢, is calculated from the following equation
€ = Cpain + Cprod + Crep + Cing + Celean + Cimg + dult f12.1}

Where Cmain is the direct cost associated with pipeline inspection and maintenance, Cproq is the
market value of the lost product, ¢, is the cost of pipeline repair, ¢y is the cost associated
with service interruption, Ceqn is the cost associated with spill clean-up where liquid spills are
involved, cgm, is the cost of site restoration and the value of compensation associated with
property damage, and a, is a constant that converts the number of human fatalities, n, into a

financial cost.

All of the information necessary to calculate the total cost is available from preceding node
parameter calculations except for the constant a, which, in the context of the total cost node
parameter, is intended to represent the cost of direct compensation to be paid for a human
fatality. It is noted that the cost of compensation for loss of life (a,,) is not the same as the
“value of a human life” which is intended to serve as a much broader measure of the financial
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impact of a human fatality on society as a whole. This societal impact of human fatality is
addressed separately in the value node calculation (see Section 13).

12.2 Cost of Compensation for Human Fatality

As part of this project a literature review was carried out and discussions were held with legal
professionals working in the area of injury compensation. This review led to the basic
understanding that within Canada, compensation payments for loss of life are based primarily
on estimates of the economic value of a human life, EVOL, as obtained using a "human capital
approach’ wherein the compensation reflects the present capital value of the loss of earnings of
the person whose life has been lost. The EVOL of an average Canadian is calculated to be
approximately $732,000 based on employment and retirement income information and
statistical life tables available from Statistics Canada. A detailed discussion of the calculation
method and the associated assumptions are given in Appendix H.

The total compensation award package paid to dependants and other claimants generally also
included an allowance to account for the costs of pain, grief and suffering to the casualty,
relatives and friends. Studies conducted in the U. K., where a similar approach to
compensation payments applies (Marin 1986), suggest that a reasonable estimate of the 'pain
and suffering' allowance is on the order of 25% to 30% of the EVOL.

In addition, it is noted that in Canada a 20% to 25% contingency reduction is often applied by
the court to compensation awards. This contingency reduction is intended to reflect factors that
are not specifically addressed in the formal calculation of the EVOL, including for example:
consideration of the fact that the deceased person may not have chosen to work continuously to
the standard retirement age of 65; or the possibility that a dependent spouse may chose to

remarry.

Finally, the cost to the operator of compensation for human fatalities will also include legal fees
for both parties because the fees for the party seeking compensation are usually built into the
settlement award. The combined cost of legal fees is typically estimated to be on the order of
25% of the basic compensation award.
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The above suggests that, on average, the added compensation for pain and suffering is offset
by contingency reductions. The total cost of compensation for loss of life is therefore assumed
to be equal to the EVOL plus legal fees. The equation for ay is therefore

a, =125 EVOL =$915,000 for an EVOL = $732,000 [12.2]

12.3
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13.0 VALUE

13.1  Introduction

The value node defines the criterion used to make the final choice on integrity maintenance
action. This criterion must take into account the three major objectives associated with the
decision problem, namely 1) a high levels of safety for those exposed to risk from the pipeline,
2) a high level of environmental protection from potential product spills and 3) a low economic
cost. Each objective is characterized by a specific parameter (called an attribute) that measures
the degree to which the objective is achieved. As described in Stephens et al. (1994), the
attributes selected for the present problem are:

1. Number of Fatalities n measuring safety.
2. Equivalent spill volume v measuring environmental protection.

3. Total cost ¢ measuring eCoOnomic aspects.

Figures 13.1 and 13.2 show how this parameter relates to the influence diagram in its compact
and expanded forms. Figure 13.2 shows that the value node is a functional node, with the
nodes representing the above three parameters as its direct predecessors.

Two approaches for defining the value function have been developed for this program
{Stephens et al. 1994). These are:

+  Utility Optimization. A utility measure is defined as a function of n, vand ¢. This function
is defined such that higher expected values of the utility are preferred, and therefore the
optimal choice is the one that leads to the maximum expected ugility. In this approach, the
value node calculates the utility u as a function of n, v, and ¢. Solution of the influence
diagram provides the expectation of ¢ for each choice and this information can be used to
identify the choice that leads to the maximum expected utility.

+  Constrained cost optimization. Cost is optimized subject to life safety and/or environmental
constraints. This is achieved by first eliminating choices that do not meet the imposed
safety and environmental constraints. The optimal action is then selected from among the
remaining choices as the one with the lowest expected total cost.

Calculation of the value function is discussed in detail in Section 13.2 for the utility approach
and in Section 13.3 for the constrained cost optimization approach.

13.1
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13.2 The Utllity Approach
13.2.1 Introduction

13.2.1.1 Why Utility Functions?

A commonly used basis for decision making under uncertainty is to optimize the total expected
cost ¢; defined as:

¢, =an+bv+c 13.1]

where the constants a and b convert losses of life and equivalent spill volumes into monetary
equivalents. This approach implies that the decision maker finds any two choices with the
same expected total cost equally attractive. While this appears reasonable, the presence of
uncertainty causes the preferences of most people and corporations to deviate from this

approach.

To illustrate this consider the choices in Figure 13.3. Choice 1 represents a 0.01 chance of
paying $20,000, whereas choice 2 represents a sure cost of $ 200. The expected cost for
choice 1 is 0.99 x $0.0 + 0.01 x $20,000 = $200, which is equal to that of choice 2.
Therefore, based on the expected cost approach the two choices would be equivalent. In
reality, however, most decision makers find a payment of $200 to be more attractive than a 1%
chance of losing $ 20,000. In fact most people would be willing to pay more than the
expected value of $200 to avoid the risky choice. This attitude is referred to as risk aversion
and is widely accepted in financial risk analysis.

Another limitation of the expected total cost approach relates to tradeoffs between different
attributes. ‘This is illustrated by considering the two choices in Figure 13.4. Choice 1
represents a 0.50 chance at paying $10 million and causing 5 fatalities, and a 0.50 chance at
having no losses. Choice 2 represents a 0.50 chance at losing $10 million (with no losses in
life) and a 0.50 chance at having 5 fatalities (with no financial losses). Using Equation {13.1]
(with v = 0 and a = $1 million per life) the expected value of the total cost ¢; can be calculated
for the first choice as 0.5 x ($10 million + $1 million x 5 fatalities) + 0.5 x ($0 + 0) = 7.5

13.2
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million. Similarly, choice 2 can be shown to have a total expected cost of $7.5 million as well,
so that optimization of the total expected cost would mean indifference between the two
choices. It can be seen however that some decision makers may prefer choice 1 because it
includes a chance of no losses, whereas choice 2 is assured to have some loss (either financial
or human). This attitude relates to fradeoffs between costs and losses in life.

The foregoing discussion shows that the expected cost approach may lead to poor choices
because it cannot reflect appropriate risk aversion and tradeoff attitudes of decision makers.
Utility theory can overcome this limitation by incorporating these attitudes in the optimization
process. Formal definitions of the preference attitudes alluded to in this section and the manner
in which they can be represented in a utility function is addressed in Section 13.2.2.

13.2.1.2 Defining a Utllity Function

The development of a utility function for a problem with multiple attributes involve two main

steps.

1. Definition of individual utility functions for each attribute based on the appropriate risk
attitudes.

2. Combining the individual utility functions in an overall utility function , that takes into
account tradeoff attitudes between the different attributes.

Sections 13.2.2 and 13.2.3 describe the above two steps for the problem of pipeline risk-based
decision making. Each section gives the basic concepts needed before describing the analysis
undertaken and the conclusions reached.

13.2.2 Singie Attribute Utllity Functions
13.2.2.1 Risk Attitudes - Concepts and Definitions

To generalize the risk aversion concept introduced in Section 13.2.1.1, risk aversion is said to
apply for a certain attribute if the expected value of an uncertain choice (or lottery) is more
attractive than the lottery itself for the whole range of attribute values. Risk aversion can be
reflected in risk management choices by defining the objective function (called the utility
function u) as a concave function of the attribute. This is illustrated in Figure 13.5a for the
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cost attribute ¢. The utility function u(c) is a decreasing function of ¢ and this reflects the fact
that higher costs are less desirable. The figure can be used to verify that, because the function
is concave, the expected utility of any option involving uncertainty is lower than the uulity
associated with the expect value of the option. Therefore, using a concave utility function over
cost results in risk averse choices.

Risk proneness is the opposite of risk aversion. It is said to apply to a certain attribute if the
decision maker prefers each lottery to its expected value over the whole attribute range. Risk
proneness can be modeled by a convex utility function as shown in Figure 13.5b. Itis noted
that a linear utility function would correspond to optimizing the cost itself, and that this case is
referred to as a risk newtral attitude.

The sure cost deemed by the decision maker to be equivalent to a certain lottery / is called the
certainty equivalent of that particular lottery, and is denoted ¢. The difference between the
expected value of the lottery and its certainty equivalent, represents the amount of money which
the decision-maker is willing to pay in order to avoid the risk, and is called the risk premium
m(/) for this particular lottery. The risk premium represents the degree of risk aversion (see
Figure 13.5a).

Consider a lottery represented by a 0.50 chance of paying ¢ — Ac and a 0.50 chance of paying
¢+ Ac. The amount ¢ is called the reference amount of the lottery, while the range of the
lottery is 24c. The variation of the risk premium with the reference amount for the same
lottery range represents another significant attitude of risk behaviour. If the risk premium
increases (decreases) monotonically with ¢ for any fixed range 2Ac, the decision maker is said
to be increasingly (decreasingly) risk averse. Otherwise, if the risk premium is constant for all
h, the decision-maker is constantly risk averse. Similar definitions apply to increasing,
decreasing, and constant risk proneness.

Mathematical functions can be proposed to satisfy the ranking and risk characteristics that are
judged to be appropriate for a certain attribute. These functions contain constants that can be
determined by the decision maker’s certainty equivalents for a number of lotteries equal to the
number of the required constants. The characteristics of the utility functions used for the
attributes used in the present study are given in Sections 13.2.2.2 and 13.2.2.4.
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13.2.2.2 Utility Function for Cost

Money is the most frequently appearing attribute in utility theory applications. Hax and Wiig
(1975), for example, dealt with a capital investment decision problem of bidding on a project
taking into consideration the possibilities of a high or low bid, and bidding alone or with a
partner. “‘Net present value” of the investment was taken as an attribute. Another exampleisa
study for selecting a site for a nuclear power plant constructed by Keeney and Nair (1975).
They considered the atiribute “annual differential cost” for the different proposed sites. Bell
(1977) analyzed the problem of dealing with forest pests in New Brunswick, based on the
attribute “single year’s profit”. In a decision analysis study for the development of the Mexico
City Airport, Keeney (1973) used “cost” as an attribute.

All the above authors and many others agree, regardless of the nature of the problem or the
exact definition of the attribute, on monotonicity and risk aversion. The function is either
monotonically increasing in case of gain, or monotonically decreasing in case of cost. In
addition Keeney and Raiffa (1976) and Schlaifer (1969) suggest that an increasingly risk
averse function (as defined in Section 13.2.2.1) would be appropriate.

In summary, the utility function over cost is 1) monotonically decreasing, 2) risk averse, and
3) increasingly risk averse. A function that satisfies the above conditions is given plotted in
Figure 13.6. Appendix I describes how the function is defined by asking the decision maker to
give his or her certainty equivalent to a simple lottery. It also shows how the function is
verified by using to calculate some equivalent options and presenting them to the decision
maker to ensure their consistency with his or her choices.

13.2.2.3 Utility Function for Number of Fatalities

Several authors have reported using losses in life as an attribute in decision analysis. For
example, Keeney (1973) for example used the “number of people killed or seriously injured”
in a study of the development of Mexico City Airport. The attribute was used in the range of 0
to 1000. A linear utility function was selected although in his discussion, Keeney suggests that
a rational utility function should be risk averse.
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A study of hazardous materials transportation for the Maritimes Administration by Kalelkar and
Brooks (1974) used the “number of people killed” as an attribute in the range of 0to 60. A
decreasingly risk prone function was assigned to the atiribute by an experienced person in the
field of safety, who was asked to represent the point of view of society. The authors explained
the risk proneness for small numbers of deaths by the fact that the decision maker was willing
to take high chances to avoid even one certain death. So he was willing to take a 50-50 chance
between O to 60 deaths, rather that accept 10 sure deaths. As the number of sure deaths
increased, his risk proneness declined and his function became risk neutral. This explanation
holds only for uncertain choices that involve a chance of no deaths, while the function still
implies risk proneness for a large range of uncertain choices that do include sure deaths (e.g.
the certainty equivalent for a 50-50 lottery between 10 or 60 deaths is about 25). It is
interesting here to note that the utility function of the same decision-maker over property
damage in dollars was decreasingly risk prone. Tversky (1977) also suggested that a risk
prone utility function is appropriate for losses in life.

A risk averse function was suggested by Jordaan (1982) in a study of the transportation of
hazardous goods through the City of Calgary, Alberta, Canada. The function is intended to
expresses the aversion of society to a catastrophe involving a large number of deaths. The
function used by Jordaan was constantly risk averse (i.e., the degree of risk aversion was not
dependent of the number of lives lost).

The foregoing discussion shows that there is no consistency in previous work regarding risk

attitudes associated with losses in life. In fact, all possible risk attitudes (risk averse, risk

prone and risk neutral) have been suggested. In evaluating this information to choose an

appropriate utility function, the following points were considered:

1. References that suggested a risk prone function indicate that the degree of risk proneness
decreases rapidly as the number of fatalities increase, and the functions become almost risk

neutral. The risk prone attitude in the low values of the attribute can be explained by the
attractiveness of lotteries which involve a chance at zero deaths or injuries.

2. Risk aversion was justified on the basis of society’s aversion to large catastrophes. Such
catastrophes are unlikely to result from a pipeline failure.

3. Any deviation from a straight line behaviour does not minimize the expected number of
deaths since it means the willingness to pay a certain premium in order to avoid or seek
risk. A risk averse behaviour, for example, Teflects the fact that society is more shaken by
100 deaths in one accident than 10 accidents, each resulting in 10 fatalities. Most people
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would agree with this attitude. What is questionable, however, is the validity of accepting
a higher expected number of deaths (sacrificing lives) in order to ensure that the rest of the
society is informed of these deaths in a more acceptable manner.

Based on this it was decided that a risk neutral (linear) utility function is most suitable. This
corresponds to minimizing the expected number of fatalities directly. The utility function is
given in Appendix L

13.2.24 Equivalent Spill Volume

The equivalent spill volume represents the residual spill volume remaining in the environment
after clean up. This volume is calculated the actual volume in the environment in question to a
volume that is judged to have the same impact in a reference environment for which the
characteristics are defined by the user. Details of this parameter are described in Section 9.4.

Discussions with some of the organizations that were consulted to obtain input on
environmental issues (see Section 9.0) indicate that decision makers place much more
importance on prevention of spills than on limiting the spill size if one occur. In other words,
the utility drops at a high rate for low spill volumes and this rate decreases as the spill volume
increases. This trend implies that the utility function is convex or risk prone.

The function used is plotted in Figure 13.7. Details of the derivation and verification of the
function are given in Appendix I.

13.2.3 Multl-attribute Utllity Function
13.2.3.1 Tradeoff Attitudes - Concepts and Definitions

A multi-attribute utility function is defined as a function of the individual utility functions for
each atribute, and a number of constants representing tradeoffs between the individual
attributes. The multi-attribute utility function can represent different assumptions regarding
how the attributes interact. Interaction between attributes relates to such questons as: do
preferences over lotteries involving cost ¢ depend on the number of fatalities n or the volume of
spill v?, or do tradeoffs between ¢ and n depend on the values of v. If all such interactions are
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permitted, the form of the multi-attribute utility function becomes very complex. With some
constraints, however, significant simplifications to the function can be made. Two types of
constraints are discussed in the following paragraphs.

The first constraint relates to preferential independence, which means that preferences over a
given subset of the attributes are independent of the values of the remaining attributes. For
example, if tradeoffs between the cost ¢ and number of fatalities n are unaffected by the
equivalent spill volume v, then if can be stated that the subset {c,n} is preferentially
independent of v. It is noted that preferential independence relates to tradeoffs under certainty
and therefore it can be established without consideration of any uncertain choices.

The other constraint that can be exploited to simplify the utility function is called urility
independence. A given attribute is utility independent of another attribute if preferences under
uncertainty for the former are not affected by the value of the latter. For example, cost c is
utility independent of the number of fatalities » if preferences regarding cost lotteries (such as
the one in Figure 13.3) are not affected by the number of fatalities.

The utilization of these independence characteristics to select an appropriate form of the muld-
attribute utility function in discussed in Section 13.2.3.2.

13.2.3.2 The Multi-attribute Utllity Function

Figure 13.8a shows two equivalent choices involving cost c. Since this equivalence does not
take into consideration the number of fatalities n, it is valid for n = 0, and the equivalence in
Figure 13.8b holds. Now, if the value of n is changed from zero to 5 say, would this change
the above equivalence in ¢ 7 In other words, does the indifference relation in Figure 13.8a
imply the one in Figure 13.8d for any value of # 7 Itis reasonable to answer the above
questions positively, and this implies that ¢ is Utility Independent (UI) of n A similar
arguments can be developed to show that it is reasonable to assume that ¢ is UI of v. Therefore
it can be stated that ¢ is Ul of {n, v}

Now consider tradeoffs between ¢ and n for a certain value of v. Assume that the consequence
{c = $50 million, n =0 fatalities, v=0 m3} is equivalent to {¢ = $0, n =5 fatalities,
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v =0 m3}. This means that a loss of $50 million is equivalent to 5 fatalities provided that
v =0 m?3 (i.e., there is no spill). Assume that the value of v is changed to 1000 m3, would
this affect the values of ¢ and n in the above equivalence relationship? In other words, does the
tradeoff between ¢ and n depend on the value of v ? A negative answer is reasonable, implying
that {c.n} is preferentially independent on v, denoted {c, n} is PI of v. A similar arguments
can be used to show that {c, v} is P1 of n.

The above-mentioned conditions are sufficient to justify a simplified form of the utility function
called the multiplicative form. This function and the input required to define and verify it is
given in Appendix L It is noted that, as is shown in the Appendix, defining the multiattribute
utility function involves indirect definition of the monetary equivalents of losses in life and

spills.
13.3 Constralned Cost Optimization

13.3.1 Introduction

As discussed earlier, the constrained cost optimization approach is based on selecting the
lowest expected cost option that meets a pre-defined minimum level of life safety or
environmental protection. This approach eliminates the need to consider the tradeoffs
discussed in Section 13.2, which may be considered an advantage by some decision makers
who find it difficult to explicitly consider such issues as the monetary value of human life and
environmental protection. It must be mentioned, however, that such values are implied by the
decision made regardless of the method used. For example, the value of human life implied by
a given choice can be calculated using the decision influence diagram. Therefore, it can be
argued that since these issues cannot be avoided it is better to consider them explicitly in order
to ensure consistency and understand the implications of a given decision.

The constrained expected cost optimization approach is best suited to cases where policy or

regulations are in place that dictate certain levels of human safety or environmental protection.
In such cases, this approach allows meeting these regulations at the lowest possible cost.
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Calculation of the total cost is addressed in Section 12.0, and need not be repeated in this
section. The remaining information necessary to use this method is how the constraints are

defined.
13.3.2 Life Safety Constraint
13.3.2.1 Selecting Acceptable Risk Levels

Two aspects are usually considered in defining acceptable risk levels:

1. Individual Risk, defined as the annual probability of death ducto a pipeline failure for any
exposed individual (based on HSE 1989). This risk is determined by exposure time and
the probability that a given failure will lead to fatal consequences. Individual risk is
independent of the number of people exposed to risk.

2. Societal {or Collective) Risk, defined as the annual probability of a given number of
fatalities due to a given source of risk. To take society’s aversion to large accidents into
account, acceptable societal risk is often defined as a decreasing function of the number of

fatalides (HSE 1989).

Suggested acceptable individual and societal risk levels for the present project were developed
based on a review of criteria set out by governments and the industry for similar industrial

facilities.
individual Risk Criteria

In the U.K. acceptable individual risk levels specified by the Health and Safety Executive are in
the range of 10-6 to 104 per year (HSE 1988, 1989). The maximum tolerable risk level
recommended by HSE (1988) for existing nuclear power stations is 104 per year. Risks
above this level are considered unjustifiable on any grounds. Risks between 10-6 and 10 per
year are considered tolerable only if risk reduction is impractical, or if the cost of reduction is
grossly disproportional to the improvement gained. Risks below 10-6 per year were
considered acceptable without additional reductions. For new developments the HSE (1989)
suggests an upper limit for acceptable risk of 10-5 per year, which is one tenth of the maximum
level used for existing nuclear stations. The HSE guidelines are applicable to individuals with
an average (rather than maximum) level of exposure to the risk.
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In Canada, the Major Industrial Accidents Council of Canada (MIACC 1993) is developing
Land Use Guidelines for Pipeline Corridors. It is proposed that the type of land use in the
proximity of an industrial facility is defined as a function of the risk level. The MIACC
approach is based on risk contours that define how the risk decreases with increasing distance
from the facility. High density residential developments are allowed beyond the risk contour
corresponding to 10-6 per year. This implies that, similar to the HSE guidelines, 10-6 per year
is acceptable without limitation. Commercial land use and low density residential housing are
permitted in areas where the risk is 10-6 to 10-3 per year, and industrial developments in areas
where the risk is 105 to 10-4 per year. This indicates that the highest acceptable annual
individual risk levels are 10-4 for industrial developments, 10-5 for low density residential areas
and 10-6 for high density residential areas.

Societal Risk Criterla

The purposes of defining societal risk criteria is to recognize society’s aversion to large
accidents. A common method to express acceptable societal risk is the so-called F-N curves
(Farmer 1967), in which N is the number of fatalities in an accident and F is the probability of
accidents causing more than N fatalities. However, F-N curves are dependent on the total
population exposed to a given type of accident. This is a severe draw back with respect to
using F-N curves for pipeline systems, which due to their linear nature expose a number of
people that is, on average, proportional to their length. Therefore, everything else being equal,
the acceptability of a given pipeline with respect to a given F-N curve would be dependent on
its length. Due to this unreasonable trend, F-N curves are not used further in this project.

Another method to consider societal risk is to define individual risk as a function of the number
of people exposed to a given accident. This is the approach adopted in HSE’s Guidelines for
Land-Use Planning (HSE 1989), in which an individual risk level of 10-3 per year was
considered acceptable for developments housing more than 25 and less than 75 people. If the
development houses 75 people or more, the acceptable individual risk is reduced to 10-6 per
year. HSE suggested that the individual risk of 10-6 per year is acceptable even for very large
facilities (e.g., hospitals, schools, and large shopping centres).
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In Canada, MIACC’s draft guideline (MIACC 1993) refers to the acceptable risk level
associated with railway transportation of dangerous goods in Toronto. This level was
specified as 10-5 per year if more than 25 people are exposed. This is essentially the same as
the HSE approach. MIACC’s approach in defining individual risk is also based on the number
of people exposed and therefore it implies partial consideration of societal risk.

Suggested Tolerable Risk Levels

Based on the information presented earlier in this section, it was decided that an approach
based on a variable individual risk depending on the number of people exposed in a given
accident should be used to account for both individual and societal risk aspects. Consistent
with both the U.K. HSE and the Canadian MIACC recommendations, the basic individual risk
levels suggested are 10-5, 105 and 10+ for urban, industrial and rural land use classifications,
respectively.

13.3.2.2 Definition of the Constraint

The basic criterion used to apply a life safety constraint is that the maximum individual risk
along the pipeline should be lower than the tolerable risk level. Because of potential variations
in land use along the pipeline, the tolerable individual risk level will vary as discussed in
Section 13.3.2.1. This makes it necessary to use a reference tolerable individual risk level and
normalize the actual calculated individual risk levels for different land use types to correspond
to the land use associated with the reference tolerable risk.

The reference tolerable individual risk level Ry, is defined as the maximum for all land uses
associated with the pipeline. This means that:

R, =max(R,) , i=12,...m {13.2]
where Ry;, is the tolerable individual risk level for the i land use type, and m is the number of

land uses associated with the pipeline. The normalized maximum individual risk Ry; for a
given segment j is then calculated from:
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R, =R(d) (R, /Ry [13.3]

where Rf{dmin) 18 the individual risk for segment j calculated at the minimum offset from the
pipeline at which a development is permitted (dmin). Calculation of individual risk is discussed
in detail in Section 8.0. The maximum normalized reference individual risk is then calculated

as:
R, =max(R,) , j=12,..k [13.4]

where & is the number of pipeline segments. The constraint is then defined as Rpax<Ryr, S0
that choices that do not satisfy this constraint are inadmissible.

13.3.3 Environmental Impact Constraint

The environmental constraint is defined in terms of the expected total equivalent volume per km
length of the pipeline. Recall that the equivalent spill volume is a measure of the environmental
impact of the residual spill after clean up of as much of the spill as possible (see Section 9.4 for
details of how this parameter is calculated). Use of the total expected value of the equivalent
spill volume per km of the pipeline results in a measure of the total expected environmental
jmpact due to a unit length of the pipeline. Any choice that leads to an average per km
equivalent spill volume greater than the tolerable value is considered inadmissible.

13.13
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14.0 APPLICATION TO DECISION MAKING

141 Introduction

Sections 3.0 to 13.0 of this report give a description of the data and models used to define each
influence diagram node. Once this information is defined, the influence diagram can be solved
to produce the decision making aids that are required to make an optimal choice. The solution
methodology and resulting outputs are described in Nessim and Hong (1995). This section
gives a description of the main outputs for the consequence analysis problem and discusses

their use in decision making.

14.2 The Main Declsion Making Tools

The main decision making tool obtained by solving the influence diagram is the expectation of
the value node for each choice. As discussed in Section 13.0, three different methods for
defining the value node are available. Each of these methods corresponds to a different
decision making criterion. These are as follows:

s+ Utility optimization. The result of this method is illustrated in Figure 14.1, in which the
expected utility is plotted for each choice. Since the utility function is defined in such a
way as to incorporate all of the decision maker’s preferences, risk attitudes and tradeoffs
between different attributes, the optimal choice in this case is the one that achieves the
maximum expected utility.

s Constrained cost optimization. Figure 14.2 illustrates the format of the results for the
constrained cost optimization approach using a life safety constraint. This plot shows the
expected cost versus the criterion used to define the constraint for each choice. In this case,
the expected total cost is plotted against the maximum individual risk associated with the
choice. The constraint, defined by the maximum allowable individual risk, is also plotted
on the figure. A strict application of the constrained cost optimization would mean that all
choices that do not meet the constraint should be eliminated. Among the choices that meet
the constraint, the one with the lowest expected cost is optimal. In practical terms, Figure
14.2 can be used in a more flexible sense to compare different options with respect to their
expected total cost and their deviation from the constraint. For example, if the absolute
lowest cost option does not meet the constraint, the expected cost associated with meeting
the constraint can be defined as the difference between the absolute lowest cost and the
lowest cost for an option that meets the constraint (see Figure 14.2). The figure can also be
used to determine how far the lowest cost option is from meeting the constraint. Subjective
assessment can then be made regarding which option should be selected. A similar plot can
be produced for an environmental constraint.
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In addition, the influence diagram can be used for sensitivity analyses. By changing the value
of a given parameter and repeating the calculation, the impact of this parameter on the final
choice can be determined. This type of sensitivity analysis can be performed for input
parameters that are not well defined. It can increase the confidence of the decision maker that
the best decision has been made. For example, if a parameter that cannot be defined with
accuracy is changed within a reasonable range without affecting the optimal choice, confidence
in the appropriateness of this choice is increased. Similarly, sensitivity analysis can be used to
determine the ranges of a given parameter for which different choices are optimal. The optimal
choice in this case can be obtained by placing the parameter in a given range instead of giving it
a precise value or probability distribution, which is an easier way of characterizing parameters
with high uncertainty. The user of the methodology can develop many similar applications of
sensitivity analysis, producing valuable information to understand and substantiate the final

choice.
14.3 Information on Other Parameters

In addition to the main decision aids described in Section 14.2, probabilistic descriptions can
be obtained for any node parameter in the diagram. Such information can be useful in
assessing the contributions of different factors to the overall risk and understanding all the
implication of a certain choice. This information includes:

1. Expected values of node parameters for all choices. Any node in the influence diagram can
be treated as the final (or pseudo-value) node, creating a truncated diagram that includes
only the predecessors of that node. Analysis of this new diagram allows the user to
calculate the expected value of the node parameter in question for the different choices. For
example, by treating the number of fatalities node as the final node (see Figure 14.3), the
total expected number of fatalities and the individual risk curves for each decision can be
obtained. Similarly, the total expected cost and equivalent spill volume can be calculated
for each decision by treating the corresponding nodes as the final nodes. This information
gives insight into the actual consequences contributing to the total risk as characterized by
the value node. Similar outcomes can also be obtained for hazard and release
characteristics and individual cost components.

2. Conditional probability distributions of functional node parameters. For any intermediate
node, the probability distribution of the node parameter for any combination of the direct
conditional predecessors of the node can be obtained. For example, the probability
distributions of the hazard type and the number of fatalities can be obtained for any selected
combination of season, segment, product and failure mode. This information is useful in
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understanding the relative contributions of different factors to the risk t human life (e.g.,
the risk may be dominated by one product).

14.4 Risk Assessment Applications

Tt must be recognized that although this approach is geared toward decision problems in which
different choices are being evaluated, the methodology can also be used for risk assessment.
In this type of analysis, a quantitative estimate of the risk associated with an existing pipeline is
required, without consideration of any specific maintenance choices. In this case, the influence
diagram can be developed with only one choice (representing the status quo), and the results
would represent the financial, environmental, life and overall risks associated with the pipeline.
For example, the individual risk contours mentioned in Section 8.0 are often used in risk
assessment studies as a measure of risk to life safety. Similarly the total cost and residual spill
volume nodes can be used to assess the expected level of financial an environmental risks

posed by a certain pipeline segment.

14.3
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PHYSICAL PROPERTIES OF REPRESENTATIVE PRODUCT GROUPS

The following describes the information sources and calculation methods employed to define
representative petroleum products for each product group identified in Table 4.7, and to
develop the physical properties data base given in Table 2.8.

(1) For all product groups the following properties are based on Weiss (1980):

«  lower flammability limit (CIfl);

«  heat of combustion (Hc);

« heat of vaporization (Hvap);

« normal boiling point (Tb);

. specific gravity ratio (SGR); and

- specific heat ratio of vapour (SHR).

For gasolines, kerosenes and gas oils, the normal boiling point is taken as the lower value

of the given range. Since crude oil has a particularly broad range of boiling points, its mid-
point value of 290 °C (IARC 1989) is used as a representative value.

(2) For product groups involving compounds with a single carbon number (e.g. methane,
ethane, propane, butane and pentane), molecular weight (molwt), specific heat of liquid
(SHL), and the parameters used for vapour pressure calculation are taken from Reid ef al.
(1987).

The vapour pressure parameters include:
. critical temperature (1c);

. critical pressure (Pc); and

Al
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. constants VPa, VPb, VPc and VPd.
The equation for vapour pressure (Pv) is

In(Pv/Pc) = (1-x) -! [(VPa) x + (VPb) x!5 + (VPc) x3 + (VPd) x9)] [A.1]
where: x = T/T¢, T and Tc are in °K, and Pv and Pc are in bars.

The properties given for propanes are based on n-propane (C,Hy), properties for butanes
are based on n-butane (C,H o), and those for pentane are based on n-pentane (CsHy,).
Since pentane is the major constituent of condensate, the properties of pentane may be used
to represent condensate.

(4) Selected properties for petroleum products involving a mixture of hydrocarbon compounds
with varying carbon numbers (e.g. crude oils, gasolines, kerosenes, and gas oils) can be
determined in a rigorous manner if an accurate analytical report of product composition is
available (e.g. Reid er al. 1987). However, a simplified approximate approach was
adopted in developing the product database for the following reasons: the exact
composition of a given product type or product group will exhibit considerable variation;
and, variations in the properties of interest, such as vapour pressure and liquid specific heat
will not critically affect the outcome of acute hazard analysis for these low vapour pressure
(LVP) products.

For each product mixture, a representative n-alkane was selected by examining the normal
boiling point and the major hydrocarbon compounds present in the mixture. The following
n-alkanes were selected because their boiling points are considered representative of the
mixture as a whole (i.e. boiling points are approximately in the middle of the range for the
dominant hydrocarbon compounds):

« n-hexane (CJH,,) for gasolines;
. n-dodecane (C,;H,) for kerosenes; and

+ hexadecane (C,¢H,,) for gas oils and crude oil.
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Molecular weight (molwt), specific heat of liquid (SHL), and the vapour pressure
parameters for the above n-alkanes were then used to represent the respective product
mixtures. For gasolines, Eqn. [A.1] was then used to calculated vapour pressure. For all
other product mixtures, the following equation was used (Reid et al. 1987):

In (Pv) = (VPa) — (VPb)/T + (VP¢) In(T) + (VPd) Pv/T? [A2]

(6) The explosive yield factor (Yf) for vapours and gases produced by all of hydrocarbon
products considered was taken to be 0.03 (FEMA/DOT/EPA 1989).

(5) The kinematic viscosity (Vs) of all liquid hydrocarbon product mixtures considered was
taken from Fingas et al. (1979).
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REPRESENTATIVE FAILURE RATES FOR PETROLEUM GAS AND LIQUID
PIPELINES

Based on natural gas and crude oil pipeline performance in Alberta for the ten year period from
1983 to 1992 as compiled by the ERCB (Cassley et al. 1994) the annual failure incident rate
ranges between 0.6 and 3 per 1000 kmeyear with a representative incident rate being on the
order of 1 per 1000 kmeyear (i.e. 1 x 10 per kmeyear). The ERCB reporting criteria requires
the reporting of all pipeline failure incidents on pipelines in Alberta under their jurisdiction
"without limitation of cause, magnitude, or consequence” suggesting that the reported failure
rates include all leaks and ruptures. There are currently ~100 000 km of natural gas pipeline
and ~25 000 km of crude oil pipeline under ERCB jurisdiction which is considered sufficient to
yield a representative failure rate estimate.

The ERCB data further indicates that approximately 85% of all failures are leaks and 15% of all
failures are ruptures, where leaks are defined as "a small opening, crack, or hole in the pipeline
causing some product loss but not immediately impairing the operation of the line”, and
ruptures are defined as "an instantaneous tearing or fracturing of the pipe material causing
immediate impairment of the operation of the pipeline”. Assuming the ERCB definition of leak
to be consistent with the ‘small leak’ category adopted in this project, and the ERCB definition
of rupture to be consistent with the 'large leak' or 'rupture’ category, the following
representative failure rates are indicated by the data:

+ 8.5 x 10 per kmeyear for small leaks; and
» 1.5 x 10 per kineyear for large leaks and ruptures.

Historical incident data reported by British Gas (Fearnehough 1985) gives an indication of the
effective hole size associated with reported failure incidents. The frequency of hole size
distribution is given by Fearnehough as:
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Hole Size Relative Frequency
less than 20 mm 87%
20 to 80 mm 10%
greater than 80 mm 3%

Holes smaller than 20 mm are said to typically be pin-holes, which are analogous to the 'small
leak' category adopted in this project. Holes larger than 80 mm are said to typically involve
very large openings analogous to the 'rupture’ category. Assuming, based on the above that
the relative frequency of 'large leaks' is analogous to incidents involving effective hole sizes in
the 20 to 80 mm range; the relative frequency of small leaks vs. large leaks and ruptures (ie.
87% to 13%) is very similar to that indicated by the ERCB data.

Based on the representative failure rate indicated by the ERCB data (i.e. 1 x 1073 per kmeyear),
and the relative frequencies of small leaks, large leaks and ruptures inferred from the hole size
frequency data reported by Fearnehough, the following failure rates are indicated as
representative values for both natural gas and crude oil pipelines:

Failure Mode Failure Rate
small leak 8.7 x 104
large leak 1.0 x 104

rupture 0.3 x 104

In assessing the validity of the representative failure rates given above consider the following:

« The failure rate for natural gas gathering and transmission lines in the United States, based
on USDOT incident data for the period from 1984 to 1990 processed and summarized by
the American Gas Association (AGA 1992), is reported to be ~1.6 x 104 per kmeyear.
Given that the USDOT incident reporting criteria for gas lines only involves incidents that
cause major property damage and/or injury or death, it is reasonable to assume that the
reported failure rate does not include ‘small leaks'. If it is therefore assumed that the
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reported rate applies to large leaks and ruptures only, the value is seen to compares
favourably with the effective rate calculated from the proposed reference large leak and
rupture rate, which is 1.3 x 104 per kmeyear.

+ The failure rate for natural gas transmission lines in Western Europe, based on incident data
for the period from 1988 to 1992 compiled by the European Gas Pipeline Incident Data
Group (EGIG 1993), is reported to be ~5.8 x 104 per kmeyear. Given that the EGIG
incident reporting criteria is currently intended to apply to all release incidents, it is assumed
that the reported rate applies to small leaks, large leaks and ruptures. The value is seen to
compares favourably with the proposed reference failure rate which is 10 x 104 per
kmeyear.

« The failure rate for crude oil and petroleun product gathering and transmission lines in
Canada, based on incident data, excluding equipment failures, for the period from 1982 w0
1991 compiled by the Canadian Association of Petroleum Producers (CAPP 1992), is
reported to be ~8.3 x 10 per km-year. Given that the CAPP incident reporting criteria is
currently intended to apply to all incidents involving the release of more than 1.5 m? of
product, it is assumed that the reported rate applies to all large leaks and ruptures and some
of the small leaks. If it is assumed that the reported rate applies to all large leaks and
ruptures and say half of all small leaks, the value is seen to compares favourably with the
effective rate calculated from the proposed reference failure rates for leaks and ruptures,
assuming only half of the small leaks are counted, which is 5.7 x 104 per kmryear.

« The failure rate for crude oil trunk lines in Western Europe, based on incident data for the
period from 1988 to 1992 compiled by the Oil Companies European Organization for
Environmental and Health Protection (CONCAWE 1993), is reported to be ~6.2 x 104 per
kmeyear. Given that the CONCAWE incident reporting criteria is currently intended to
apply to all incidents involving the release of more than 1 m? of product, it is assumed that
the reported rate applies to all large leaks and ruptures and some of the small leaks. Ifitis
assumed that the reported rate applies to all large leaks and ruptures and say half of all small
leaks, the value is seen to compares favourably with the effective rate calculated from the
proposed reference failure rates for leaks and ruptures, assuming only half of the small
leaks are counted, which is 5.7 x 104 per kmeyear.

B.3



CENTRE FOR FRONTIER ENGINEERING RESEARCH

Appendix B

The preceding comparisons suggest that the proposed reference failure rates are both
reasonable and in a broad sense supported by historical incident data in the public domain.
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Appendix C

PRODUCT RELEASE AND HAZARD ZONE CHARACTERIZATION MODELS

CA introduction

This Appendix describes the analytical models that have been chosen to characterize product
release and the associated acute hazards resulting from failure of a gas or liquid pipeline. The
models presented address the following:

» the release of gas and liquid products (i.e. release rate and release volume);

» the evaporation of liquid pools;

» the dispersion of gas or liquid vapour;

o the heat intensity associated with fire hazards (i.e. jet fire, pool fire and flash fire); and
+ the overpressure associated with explosions (i.e. vapour cloud explosion).

The models described in this appendix are based primarily on the models described in the
"‘Handbook of Chemical Hazard Analysis Procedures' (FEMA/DOT/EPA 1989) and
implemented in the accompanying public domain software program, ARCHIE. Supplementary
reference sources include: the 'Guidelines for Use of Vapour Cloud Dispersion Models’
published by the Center for Chemical Process Safety (Hanna and Drivas 1987); Brzustowski's
work on hydrocarbon flares (Brzustowski 1971, 1973, and 1976); evaporation models
developed by the Engineering and Service Laboratory of U. S. Air Force (Kahler et al. 1989);
and Lees' standard reference text on loss prevention in the chemical process industry (Lees
1980).

Each of the following sections provides the technical basis for a particular model, including a
detailed description of the associated equations and any major assumptions. The sections are
organised as follows:

Section C.2  Gas Release

Section C.3  Liquid Release
Section C.4  Evaporation of Liquid
Section C.5 JetFire
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Sectdon C.6  Pool Fire

Section C.7  Dispersion of Naturally Buoyant Gas
Section C.8  Dispersion of Dense Gas

Section C.9  Vapour Cloud Fire

Section C.10 Vapour Cloud Explosion

C.2 (Gas Release

C.2.1 Overview

« Scenario description: Discharge of gas from a pressurized pipeline.
« Output: Release rate and total release volume.
« Sources: Model for release rate is based on ARCHIE.

C.2.2 Assumptions

« Release rate is 75% of the maximum value and is constant with respect to time (Eqn.
C.2.4).

e The maximum release rate is the initial rate under the sonic flow condition (Eqn. C.2.D.

« Quantity of release is jointly controlled by the release rate, pipeline characteristics (e.g.
valve spacing and flow rate) and time for emergency response (e.g. time to close values
and time to plug holes).

« All types of friction are taken into account by a friction factor of 0.62.
+ Release process is adiabatic (without heat exchange).

» The hole shape is circular.

 Release direction is vertical.

C.2.3 Model Description

Equation for release rate. The equation for the maximum rate is the widely used formula
(FEMA/DOT/EPA 1989, Hanna and Drivas 1987, Lees 1980):

172
2
7 =C, A —— 2.1
(77 RGImar = Ca An [Tpe P(I+ YH [C.2.1]
where #tp; = mass release rate of gas (kg/s);

i

Ca 0.62, friction factor (Lees 1980);
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d2
A, = :rc-i‘—, area of the hole (m?); [C.2.2]
d, = effective hole size (m);
Y =  specific heat ratio of the product;
P, = pipeline operating pressure (Pa);
p = I;gﬁ;“‘ , density of the product (kg/m®); [C.2.3]
]
M, = molecular weight (kg/mol);
R = gasconstant (8.314 Pasm’/mol+°K);
T, = productflow temperature (°K).

The model uses a constant release rate associated with the initial pipeline pressure. Such a
constant value will in general overestimate release rate but underestimate release duration.

C.2.4 Calcuiation Algorithm
1. Calculate gas density [Eqn. C.2.3].

2. Calculate release rate.

1/2
thg = 0.75 C4 A, {m, %H [C.2.4]

Note that for a full rupture, a hole size equivalent to twice the cross sectional area of the pipe is
used to represent a double-end release.

3. Calculate total amount available for release.

Mpp= M, +min (rigg , Mgt [C.2.5]
1

where Mg, = total amount available for release (kg);

C3



Appendix C
M, = pr (Dp —2tp )2
D, = pipediameter (m),
tp = pipe wall thickness (m);
rm, = pipeline flow rate (kg/s).
and  f, = min{tus PV e/ Tac )+ Lo
where t,,, = time todetect release (s);
V,,. =detectable release volume (m?);

time to close block valves ().

i

Ic!mt
4. Calculate release duration,

tg = min {Mpy/rgg, ;)
where 1, = duration of release (s).
and 4 =min{tu PV e} + oy
where ¢,,, = time to stop release (s)
5. Calculate total release amount (kg).

Mg = mMpgip

CENTRE FOR FRONTIER ENGINEERING RESEARCH

S, , total amount between valves (kg) [C.2.6]

[C.2.7]

[C.2.8]

[C.2.9]

[C.2.10]

6. Calculate total release volume at standard conditions (m?).

Vg =ritggle [Ps

[C.2.11]

where p, = product density at standard temperature and pressure.
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C.3 Liquid Release

C.3.1 Overview

« Scenario description: Discharge of liquid product from a pipeline.
« Qutput: Release rate and total release volume.

« Sources: The equation for release rate is based on ARCHIE but the calculation of HVP
flashing and aerosol fraction are based on other sources (Lees 1980, Hanna and Drivas
1987).

C.3.2 Assumptions

« The release rate is affected by both pipeline pressure and hydrostatic pressure which is
dependent on the elevation profile of a pipeline.

« The average liquid height is used to calculate the steady-state release rate.

+ All types of friction are taken into account by a friction factor of 0.62.

« Release rate is determined by momentum balance. Energy exchange through heat transfer
is not considered.

« The liquid release model is used for both HVP and LVP liquids. It may overestimate
release rate for HVP products because two phase release is not considered.

« Release volume is jointly controlled by release rate, pipeline characteristics (e.g. elevation
and flow rate) and time for emergency response (e.g. time to close valves and time to plug
holes).

« The hole shape is circular.

+ If the pipeline temperature exceeds the product boiling point, a fraction of liquid
immediately flashes to vapour and an equal amount of liquid becomes aerosols and
evaporates rapidly in the air

C.3.3 Model Description

Release rate from a liquid pipeline can be calculated by the Bernoulli equation based on
momentum balance (FEMA/DOT/EPA 1989, Hanna and Drivas 1987, Lees 1980):

tg= C,A,pI2(P,—Pp+2g HI'? [C.3.1]

I

where P, max{P,. P,} (Pa);

P, = vapour pressure in the pipeline (Pa);

P, = ambient pressure (Pa);

a
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g = acceleration due to gravity (9.8 m/s?);
H = height of hydrostatic head (m).

C.3.4 Calculation Algorithm
1. Calculate release rate
mp= C A, p2(P,—-P)p+g H]1”2 {C.3.2]

Note that the term 2gH in Egn. [C.3.1] becomes gH in Eqn. {C.3.2]. This is because the
average liquid height of H/2 is used for an average release rate. Similar to Eqn. [C.2.3], a
hole size equivalent to twice the cross sectional area of the pipe is used for a double-end release
when a full rupture failure occurs.

2. Calculate total amount available for release.

My, = min {My, M, }+ min { rhg, mplt; [C.3.3]
where My, = total amount available for release (kg);
M, = total amountin the pipeline between the failure location and
the next or previous elevation crest along its route (kg);
m, = pipeline flow rate (kg/s);
and 4 =min{ty, PV s/} Vi [C.3.4]
where f,,, = time todetect release (s);

V.. = detectable release volume (m?);

! .. =time to close block valves (s).

3. Calculate release duration.

C.6




CENTRE FOR FRONTIER ENGINEERING RESEARCH

Appendix C

IR b min {MRO!’SIR’ tz} {C.3-5]
where 1, = duration of release (s);
and  f,=minf{l.. PV /Me )+l [C.3.6]

where £, = time to stop release (s).
4. Calculate total release volume (m?).
Ve = mpiplp [C.3.7]

5. If the product temperature, which is taken to be equal to the pipeline temperature, exceeds
the product boiling peint (i.e. T >T,), the total fraction (including flashing fraction and
aerosol fraction) of vapour release is given by (Lees 1980, Hanna and Drivas 1987)

tgg [t =2 cp (Tp~Ty)IL [C.3.8]
where rig; = average release rate of gas or vapour (kg/s);

cp = specific heat of the liquid (J/kg °K);

T, = normal boiling point of the liquid (°K);

L = heat required to evaporate the liquid (J/kg).

The average release rate for the liquid portion that does not flash is s g, = g — rigg. The gas
release rate ( 7i1 ;) will be used for jet fire calculation, and the liquid release rate (71 ;) will be
used to calculate evaporation and liquid pool fire consequences.

C.4  Evaporation of Liquid

C.4.1 Overview

« Scenario description: A spilled liquid evaporates either as a volatile liquid or as a cold
boiling liquid, depending on the pool temperature and the boiling point of the liguid. LVP
hydrocarbon liquids usually evaporate in a volatile manner while HVP liquids are more
likely to behave as a cold boiling liquid.
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¢ Output: Rate of evaporation.

« Sources: Models in ARCHIE are used for pool spreading and evaporation of cold boiling
liquids. The volatile evaporation model developed by the Engineering and Service
Laboratory of U.S. Air Force (Kahler et al. 1989) is adapted for LVP liquids.

C.4.2 Assumptions

« Pool shape is circular and the size is assumed to be constant during evaporation.

e Variables such as ground slope and soil penetration that may affect pool size are not
considered.

« Rate of evaporation is approximated as constant.
« The total spill amount is assumed to evaporate (ground absorption is not modeled).

C.4.3 Model Description

1. Evaporation of a volatile liquid (Kahler et al. 1989)

Sy =2.22x105 1,975 (1+0.00437 %) A M, [C.4.1]
P i M wh
where f, = evaporation flux (kg/s/m?);
u, = wind speed (m/s);
P,, = vapour pressure of hydrazine (Pa);
M., = molecular weight of hydrazine (kg/mol);
T, = pool temperature (°C). It is assumed that T, is the higher of ambient

temperature and pipeline temperature and T, 2 0 °C.

Comparison with other models shows that this model gives an average to conservative
evaporation rate (Hanna and Drivas 1987). Note that ARCHIE uses the same model with a

modified pool temperature.
2. Bvaporation of a cold boiling liquid FEMA/DOT/EPA 1989)

fy = 1.597x106 (514.2-T ) M, e 00043Ts [C.4.2]
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where T, is the normal boiling point in degree Celsius.

3. Pool size from an instantaneous spill (FEMA/DOT/EPA 1989)

2711
z
D, =1798 | Y2 | & [C.4.3]
fe VG

where V, = total release volume of liquid (m?);

C; = 0.5, ground friction coefficient.

4. Pool size from a continuous spiil

D, =1128 1/-’3‘4*!'- [C.4.4]
v

in which the evaporation rate is assumed to be equal to the spill rate.

44  Calculation Algorithm

1. Calculate evaporation flux. First identify whether the liquid is volatile or cold boiling by
comparing the pool temperature with the boiling point. The evaporation flux can then be
calculated by using Eqn. [C.4.1] or [C.4.2].

2. Calculate pool size using Eqn. [C.4.3] or [C.4.4]. Identify the spill scenario as
instantaneous or continuous by examining (FEMA/DOT/EPA 1989)

t=tofy ) p VI3 [C.4.5]
1t is assumed to be an instantaneous spill if © < 0.002, or a continuous spill if T = 0.002.
3. Calculate evaporation rate by

iy = fy T (D ./ 2)? [C.4.6]
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C5 Jet Fire

C5.1 Overview

¢ Scenario description: Gas or vapour emerging from a gas or HVP pipeline forms a jet at
the puncture which becomes a jet flame when ignited.

¢ Qutput: The distribution of thermal radiation intensity.

« Sources: Dimensions of a jet fire were based on a model developed by Brzustowski
(1976). Thermal radiation is calculated using a point source model.

C.5.2 Assumptions

o Centre of the flame is located halfway between the release hole and the tip of flame.

» The total radiant heat of the fire is concentrated at the flame centre and radiates as a point
source. Such a model gives very approximate results in the vicinity of the jet fire,
however, the validity of the model increases as the distance from the fire centre increases.

C.5.3 Model Description

Equations for the dimensions of a jet fire are given by Brzustowski (1976). The non-
dimensional curvilinear length of the flame is

S, =204 C,103 Gf C,<0.5) [C.5.1a]
or §,=251 C, 065 (if C,20.5) [C.5.1b]
where

= My M

C,=C, 2ol C.5.2

£ g Ak p uaMm { )

The term of (rgg/A, p) gives the velocity of the released product u; (m/s). M, is the
molecular weight of air (about 29 g/mol), and C, is the lower flammability limit.

The non-dimensional vertical and horizontal distances (Z, and X ;) corresponding to S, can be
calculated by

1.04 X, 2+205X,08=5, (f C,20.5 and §,<2.35) [C.5.3a]
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or X,=5,~165 (if C,<0.5 or §; >2.35) [C.5.3b]
and Z,= 2.05 X, 0 [C.5.4]

They can be converted into vertical and downwind horizontal distances between the flame tip
and the release source by

Z,=kZ, [C.5.5]

and X, =k X, [C.5.6]

where k= —c % [C.5.7]
a Ah p pa

is the conversion factor (m) and d,, is the diameter of the hole (m).
C.5.4 Calculation Algorithm
1. Calculate the dimension of jet flame using Eqn. [C.5.1] to [C.5.7];
2. Calculate the total radiant power
P= 1y mp; AH, [C.5.8]

where AH, is the heat of combustion (J/kg) and ¥ is the fraction of radiant heat (Table C.1,
Brzustowski 1971).

Table C.1 Fraction of Radiant Heat for Hydrocarbon Fires

Product | Methane | Ethane Propane | Butane Pentane and higher

x 0.2 0.25 0.3 0.3 0.4
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3. Locate the radiant source at the centre of the flame and calculate the intensity of thermal
radiation using a point source model

I,=PlAnr [C.5.9]

where r is the distance from the assumed fire centre to the target (m), and I, is heat intensity

(W/m?).
C.6 Pool Fire

C.6.1 Overview

« Scenario description: A pool of flammable hydrocarbon liquid is ignited and burns as a
three dimensional radiant heat source.

» OQutput: Distribution of heat intensity.

« Sources: The pool fire model is based on ARCHIE, which includes calculations of pool
size, burning rate and heat intensity.

C.6.2 Assumptions

s Pool size and burning rate are constant.

+ Pool shape is assumed to be circular.

« Pool is ignited soon after release.

¢ Pool size is estimated as a continuous spill.

» Total spill volume will eventually be consumed in pool fire.

C.6.3 Model Description
Burning rate in a pool fire is given by (FEMA/DOT/EPA 1989)
rp = 1.543x103 A, M,, e 0008375 [C.6.1]

in which m g is the burning rate (kg/s), A, is the pool area (m?), M,, is the molecular weight
(g/mol) and T, is the boiling point in °F.
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C.6.4 Calculation Algorithm
1. Calculate the burning flux (FEMA/DOT/EPA 1989).
fp = 1.543x103 M 0004376 [C.6.2]

2. Estimate pool size using the modei for continuous spill.

l%mﬁLESJﬂ& [C.6.3]
fe

3. Calculate heat intensity using the model for a three dimensional fire (FEMA/DOT/EPA
1989).

Iz=EFx [C.6.4]

where the transmissivity T is assumed to be unity. The surface emission power E (kW/m?) and
view factor F are defined as

E=117-0313T, [C.6.5]
F=1.143 (D, /2 N7 [C.6.6]
The boiling point T, in Eqn. [C.6.5] is in degrees Fahrenheit.
C.7 Dispersion of Naturally Buoyant Gas

C.7.1 Overview

o Scenario description: Gas or vapour discharged into the atmosphere disperses in the
downwind direction. The dispersing gas forms a cloud which may burn or explode if
ignited.

» Output: Concentration distribution at ground level.

« Sources: Similar to ARCHIE, the Gaussian model for short duration release is used for
neutral buoyant gases.
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C.7.2 Assumptions

« The model considered is a plume model for continuous release.
« Air mixing is assumed to occur in the cross wind directions.
« The plume moves downwind at average wind speed.

» Initial momentum and buoyant rise are not considered since an overestimation of release
rate may overestimate the rise and thus underestimate the dispersion effects. The initial jet
rise ceases after traveling a short distance from the source.

C.7.3 Model Description

At a given location (€, 11) in which & and m are the respective downwind and cross wind
distances from the dispersion source, the maximum concentration at ground level is given by
the Gaussian dispersion model (FEMA/DOT/EPA 1989)

& E—ut )
C, .. =05C, [erf (—=—) — erf (=" f £E<05u,t C.7.1
u,t, :
Cmcherf(mg:) if E_, > 0.5 u, i, [C.71b]
where €, = ——t— exp(n%/20,2) (kg/m®); [C.7.2]
no,0u,
W, = Mpgg + My, supply rate of the dispersion source (kg/s);

duration of source dispersion;

hin 3
i

O, Gy, 0, = dispersion coefficients at the downwind direction, cross wind direction,
and vertical direction, respectively (m);

X

and erf() is the error function defined as erf (x) = 2 [ ar.
N

4]

For a given concentration, the Gaussian model defines the boundary of an area within which
the gas concentration is higher than the given level. The shape of this area is approximately an
ellipse with the downwind distance and maximum crosswind width as the major and minor

axes,
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C.7.4 Calculation Algorithm
1. For a given (€, 1), calculate the values of ¢,, 6, and G,.

2. Use Eqn. [C.7.1] and [C.7.2] to calculate the concentration level at (&, M).
C.8 Dispersion of Dense Gas

C.8.1 Overview

« Scenario description: Vapours discharged into the atmosphere and those evaporated from
liquid pools disperse in the downwind direction. The dispersing vapour forms a cloud
which may burn or explode if ignited.

o Output: Downwind and crosswind distances for a given concentration at ground level.
These distances can be used to define the ellipse that encompasses the area where the
concentration is higher than the given level.

« Sources: Equations for dense gas dispersion are based on the ARCHIE program.

C.8.2 Assumptions

» Buoyant rise and momentum rise are not considered.
« Dispersion is affected by atmospheric stability but not wind speed.

« Crosswind width is estimated by some simplified rules which characterize the shape of a
dense gas cloud.

C.8.3 Model Description

For a given volume concentration C in volume percent, the downwind distance D and the
maximum crosswind width W can be estimated by the following equations.

1. For neutral or unstable weather,
D=98(m,/M,C)%% and W=0.5D (continuous release) [C.8.1}
D=380(m,t/M,C)0% and W=D (instantaneous release) [C.8.2]

The boundary between the two release modes is
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t,=0.0035(m, /M, C)I [C.8.3]
where m, is in Ib/min, 7, is in minutes, M,, is in g/mol, and D and W are in ft.
2. For stable weather,

D=165(m, /M, C)0* and W=09D (continuous release) {C.8.4]

D=240(m, t/M, C)%7 and W=14D (instantaneous release) [C.8.5]
The boundary between the two release modes is

t,=025(m,/M,C) [C.8.6]

C.8.4 Calculation Algorithm

1. For a given concentration level C and dispersion duration #,, determine whether it is an
instantaneous release or a continuous release according to Eqn. [C.8.3] or [C.8.6].

2. For a given weather condition, use corresponding equations to calculate downwind distance
D and maximum crosswind width W.

C.9 Vapour Cloud Fire

« Scenario description: Dispersion of gas or vapour forms a cloud of flammable gas. A
delayed ignition causes the cloud (in the concentration range between the lower and upper
flammability limits) to bumn as a flash fire.

e Qutput: Shape and size of the burning area in a flash fire.

« Sources: Models for flash fire, including the one used in ARCHIE, use the shape and size
of the flammable cloud for the burning area. The extent of the flammable cloud can be
determined using dispersion models such as those given in Sec. 7 and 8. These models, as
implemented, assume that the contour of equal concentration can be approximated by an
elliptical shape. The effective burning area is therefore an ellipse corresponding to the
concentration of lower flammability limut.
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C.10 Vapour Cloud Explosion

C.1041 Overview

« Scenario description: Dispersion of gas or vapour forms a cloud of flammable gas. A
delayed ignition of the vapour cloud may cause an explosion under certain circumstances .

e OQutput: Distribution of overpressure from vapour cloud explosion
« Sources: Vapour cloud explosion model in ARCHIE.

C.10.2 Assumptions

. Only the flammable portion of total release volume will contribute to a vapour cloud
explosion.

. Overpressure from the explosion is calculated based on the equivalent amount of TNT.

. Confinement and weather conditions are not considered.

C.10.3 Model Description

Equation for overpressure (FEMA/DOT/EPA 1989, Lees 1980)
Py = exp(9.097-(25.13 In(r/M 1/ 3)-5.261)12) < 14.7 psi [C.10.1]

where Py is the overpressure in psi, r is the distance (ft), and Mpyy is the equivalent mass of
TNT (Ib) given by (FEMA/DOT/EPA 1989)

My = Y;Mc AH, /1155 [C.10.2]

In Eqn. [C.10.2], Y, is the yield factor (0.03 for hydrocarbon products), AH, is the heat of
combustion (kcal/kg) and M. is the total mass of the flammable cloud (Ib).

C.104 Calculation Algorithm
1. Calculate total mass of the flammable cloud M by
Me=nm,L,/u, [C.10.3]

where L, = min {& , u,,)and &, is the dispersion distance for lower flammability Limit.
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2. Calculate explosive overpressure for a given distance by Eqn. [C.10.1] and [C.10.2].
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Appendix D

CONDITIONAL EVENT PROBABILITIES FOR ACUTE RELEASE HAZARDS

D.1 Overview

This Appendix describes the basis for the conditional event probabilities given in Table 7.1
which are associated with the branches in the acute release hazard event trees shown in

Figures 7.3.

D.2 Liquid Product Plpelines

Representative release event and hazard frequency models were developed for use in risk
assessments of Liquified Petroleum Product (LPG) installations by the UK Health and Safety
Executive (HSE) based on historical incident data review and release modelling. Key findings
relevant to the modelling of liquid product pipeline release incidents, as reported by
Crossthwaite et al. (1988), includes the following:

+ The probability of immediate ignition is taken to be 0.05 for all failure modes.

+ The probaility of delayed ignition of a large vapour cloud (assoiciated with vessel rupture)
passing over industrial land is taken to be ~1 and 0.9 for unstable and stable weather
conditions, respectively.

«  For a large cloud passing over urban land the delayed ignition probabilities are 80% of the

values applicable to industrial land uses.

» For a large cloud passing over rural land the delayed ignition probabilities are 4% of the
values applicable to industrial land uses.

+ For limited releases involving holes in piping systems (as opposed to vessel ruptures) the
delayed ignition probabilities associated with a relatively high density of surrounding
ignition sources are taken to be 0.8, 0.45, and 0.24 for release rates associated with hole
diameters of 50 mm, 25 mm, and 13 mm respectively.

D1



CENTRE FOR FRONTIER ENGINEERING RESEARCH

Appendix D

+ The ratio of vapour cloud fire to vapour cloud explosion is taken to be 3:1 during unstable
weather conditions and 10:1 during stable weather condition.

The above information can be used to develop a set of conditional event probabilities for liquid
product pipelines if the following assumptions are made:

+ The delayed ignition probabilities given for piping systems with holes apply to vapour
clouds passing over urban land during unstable weather conditions.

« The three hole sizes associated with piping sytem releases correspond to rupture, large
leak, and small leak failure modes.

. The ignition probabilities given for large vapour clouds are taken to apply to pipeline
rupture events and the coresponding probabilities for large and small leaks are obtained by
prorating the ruture probabilities using the values given for piping system releases.

The resulting conditional event probailities are given in Table D.1. It is noted that the
conditional probabilities developed from the HSE data are most applicable to high vapour
pressure (HVP) liquid products that form a heavier than air vapour under atmospheric
condtions (e.g. propane and butane). The probabilities given will therefore be conservative for
HVP liquid products that form a bouyant vapour under atmospheric conditions (e.g. ethane).
The probabilities given in Table D.1 are also conservative for low vapour pressure (LVP)
liquid products because they produce significantly less vapour than HVP products for a given
mode of pipeline failure and thereby form smaller vapour clouds which have a lower
probability of iteracting with distributed ignition sources.

D.3  Natural Gas Pipelines

Historical incident data compiled by the Euopean Gas Pipeline Incident Data Group for gas
transmission pipelines suggests that the immediate ignition probability (Pj) is highly dependent
on the mode of failure. Incident data from the operating period covering 1970 to 1992
indicates the following (EGIG 1993):

Failure Mode (hole size) Immediate Ignition Probability
pinhole / crack (<20 mm) 0.627
significant hole (20 mm to line dia.) 0.019
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rupture (line dia. <400 mm) 0.099
rupture (line dia. > 400 mm) 0.235

A world-wide review of pipeline failure incident data carried out by British Gas suggests
ignition probabilities in the range of 0.1 for leaks and 0.5 for ruptures (Fearnchough 1685).

Based on the above, representative values of the probability of immediate ignition will be taken
to be 0.03, 0.10, and 0.25 for small leaks, large leaks and ruptures, respectively.

No specific historical information regarding the delayed ignition probability of natural gas was
found in the literature. It is noted, however, that due to the bouyant nature of natural gas,
which tends to rise quickly thereby minimizing its potential interaction with ground based
ignition sources, the ignition probabilities will in general be much lower than for the dense,
ground hugging vapour clouds associated with liquid product releases. Based on the above
and in the absence of specific incident data it will be assumed that the delayed ignition
probabilities for natural gas releases are 0.5 times the values calculated for liquid product

releases.

No specific historical information regarding the delayed explosion probability of natural gas
was found in the literature. In the absence of relevant historical data the ratio of vapour cloud
fires to vapour cloud explosions for natural gas will be assumed to be the same as for liquid
products.

The conditional event probabilities for natural gas pipeline releases based on the above are
given in Table D.1.
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Probabiiity of Immediate Ignition
smallleak  large leak rupture
0.05 0.05 0.05

Probability of Immediate ignition
smail leak  large leak rupture
0.03 0.1 0.25

Probability of Delayed Ignition - smail leak

weather unstabla stable
urban 0.24 0.22
rural 0.012 0.011
industrial 0.30 0.27

Probability of Delayed ignition - small jeak

waather unstable stable
urban g.12 0.11
rural 0.006 0.0054

industrial .15 0.14

Probability of Delayed Ignition - large leak

weather unstable stable
urban 0.45 0.41
rurai 0.02 0.02

industrial 0.56 0.51

Probability of Delayed ignition - large leak

weathet unstabls stable
urban 0.23 0.20
rural 0.011 0.01C
industrial .28 0.25

Probability of Delayed Ignition - rupture

weather unstabla stable
urban 0.8 0.72
rural 0.04 0.036

industrial 1 0.9

Probability of Delayed Ignition - rupture

weather unstable stable
urban 0.4 0.36
rural 0.02 0.018

industrial 0.5 0.45

Probability of Explosive Conditions

Probability of Explosive Conditions

weather unstable stable weather unstable stable
urban 0.33 0.1 urban 0.33 G.1
rural (.33 a1 rural .33 0.1
industrial (.33 0.1 industrial 0.33 0.1
Liguid Products Natural Gas

Table D.1 Conditional event probabilities for acute release hazards
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HAZARD TOLERANCE THRESHOLDS

E.1 Overview

This document summarizes the acute hazard tolerance thresholds that have been established
based on a review of relevant literature. Thresholds are required for the calculation of the
Number of Fatalities node parameter (node 6) and the Damage Cost node parameter
{(node 9.4).

E.2 Thresholds for Human Fatality

Lower Upper
Hazard Exposure | Parameter Unit Bound Bound
Tolerance | Tolerance
Threshold | Threshold

Thermal radiation Outdoor | Heat Intensity | kW/m? 6.3 27
Thermal radiation Indoor | Heat Intensity | kW/m? 15.7 27
Asphyxiation Outdoor or volume ratio 0.306 0.713
Indoor | concentration
Vapour cloud Qutdoor volume ratio 0.5xLFL(D LFL
fire concentration
Vapour cloud indoor volume ratio N/A N/A
fire concentration
Vapour cloud Outdooror |  Pressure kPa 10.35 68.95
explosion Indoor

(1) Lower flammability limit of the product
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The thresholds tabulated above are based largely on publications by the U.K. Health and
Safety Executive (HSE) on risk assessment. The rationale behind each of the threshold values

is given below.

g

Threshold for vapour cloud explosion

. Based on a probit equation given by HSE (Crossthwaite et al. 1988), overpressure levels
of 1.5 psi and 10 psi are assumed to associated with a 0.1% and 99.9% chance of fatality,
respectively. As an approximation, people within the 10 psi (68.96 kPa) overpressure
contour are assumed to be fatalities, and people beyond the 1.5 psi (10.35 kPa) contour
are assumed to be safe.

. The 10 psi (68.96 kPa) peak overpressure will result in total destruction of buildings (Lees
1980) and thus represents the threshold for indoor exposure. This threshold is
conservatively applied to outdoor exposure as well.

2. Threshold for thermal radiation

. For indoor exposure, the ignition probability of wood is frequently used as the threshold
for indoor receptors (Jones and Fearnehough 1986, Pape 1989). A heat intensity of
15.7 kW/m? is sited as the critical heat intensity for the pilot ignition of wood. At or below
this intensity level people located inside a dwelling will be protected indefinitely and escape
would not be necessary (Jones and Fearnehough 1986). A heat intensity of 27 kW/m? will
cause spontancous ignition of wood in 5 to 15 minutes and slow moving people would not
be able to escape at this intensity level (Jones and Fearnehough 1986, Pape 1989).

- For outdoor exposure the threshold relates to the probability of evacuation without
sustaining fatality. There is variation in the lower limits of the outdoor exposure threshold
reported in Literature. A threshold of 10 kW/m? is proposed by the SFPE (1988) based on
a 1% chance of fatality for an assumed exposure time of 40 seconds (ARCHIE uses
10 kW/m? for fatality and 5 kW/m? for injury). The chosen level of 6.3 kW/m? is sited
by Jones and Fearnehough (1986) as the level at which a receptor only needs to travel a
short distance in order to escape.
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- The literature review does not provide an upper bound for the outdoor exposure threshold.
However, it can be assumed that fatalities associated with outdoor exposure may result

from:

a.) an intensity so high that the individual sustains fatality before reaching shelter;
b.) an intensity so high that the potential shelter ignites.

Threshold associated with b. (i.e. 27 kW/m?2) is lower than that obtained from a. if the
required evacuation distance suggested by the HSE and the 99% fatality threshold for
thermal radiation given by Lees (1980) are employed in the calculation.

«  Thresholds listed above are generally conservative because:

a.) for outdoor exposure the thermal radiation data for skin burns is usually based on
the assumption of bare skin which does not take into account the protection of clothing.

b.) for indoor exposure a large percentage of people in ignited building will survive.

3. Threshold for vapour cloud fire

«  Models for vapour cloud or flash fire often use the shape and size of the flammable cloud
as the burning area. The extent of the flammable cloud can be determined using dispersion
models. The models adopted in this program assume that contours of equal vapour
concentration can be approximated by an elliptical shape. The effective burning area is
therefore taken to be an ellipse corresponding to the concentration contour associated with
the lower flammability limit, Crzy.

»  Flash fire burns quickly and secondary ignition within the fire zone is very unlikely
(Craven 1976), people inside buildings are therefore assumed not to sustain any fatalities.
This assumption has also been adopted in work reported by DnV Technica Ltd. (1988).

«  For outdoor exposure the assumption of 100% fatality within the Crpr concentration
contour has been used by HSE (Pape 1989).

« Acknowledging that fire may spread beyond the Cyppz contour, ARCHIE assumes that a
plume has the potential to burn out to the boundaries of the area encompassed by a
concentration contour that is associated with approximately one-half of the Crrp
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(FEMA/DOT/EPA 1989). This concentration level is adopted herein to account for the
spread of heat intensity. People outside this area are assumed to survive a flash fire.

4. Threshold for asphyxiation

»  Most references list methane, ethane, propane and butane as simple asphyxiants (Lees
1980, Matheson 1971). The legal limits for oxygen concentration in working
environments are between 16% to 19%. It is however generally considered that oxygen
deficiency symptoms become evident when blood haemoglobin becomes 90% saturated,
which occurs at the oxygen concentration level of 14.5% (NIOSH 1980). The lower limit
on asphyxiating vapour concentration of 30.6% adopted herein corresponds to this 14.5%
oxygen concentration.

« An oxygen concentration of 6% or less, which corresponds to an asphyxiating vapour
concentration of 71.3% or more, will cause death in 6 to 8 minutes (FEMA/DOT/EPA
1989). This concentration is adopted as the upper limit.
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E.3 Thresholds for Property Damage

Hazard | Parameter Unit Building Damage Land Damage
Thresholds Thresholds
Lower Upper Lower Upper
Bound Bound Bound Bound
Thermal Heat kW/m? 15.7 27 6.3 15.7
Radiation Intensity
Vapour Volume Ratio N/A N/A 0.5CL® C®
cloud fire | Concentratio
n
Vapour Volume
cloud Concentratio kPa 2.069 34,475 2.069 34.475
explosion n
(1) Lower flammability limit.

The basis for the thresholds tabulated above is as follows:
1. Thresholds for thermal radiation and vapour cloud fire

. Thresholds for buildings exposed to thermal radiation are based on the ignition of wood
(see thresholds for fatality). No significant damage is assumed for vapour cloud fires due
1o the lack of secondary ignition potential (see thresholds for fatality).

. Thresholds for landscape (i.e. trees and other plants) exposed to thermal radiation and flash
fire will vary with the season and the type of vegetation (no relevant data was found in the
literature). The tabulated values are the same as the values adopted for people outdoors on
the basis that both involve the potential for damage to living tissue.

2. Threshold for vapour cloud explosion
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+ The overpressure thresholds for vapour cloud explosions are based on Lees (1980). An
overpressure of 0.3 psi (2.069 kPa) is sited as the level necessary to cause glass breakage,
and 5 psi (34.475 kPa) is sited as the level that would cause nearly total destruction of
wood framed houses and breakage of timber telephone poles (which are taken to be
analogous to trees).
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POPULATION DENSITY ESTIMATES

This Appendix summarizes the estimated population density ranges and suggested
representative values for the land use categories defined within this project.

Land Use Population Density
Category (people per hectare™)
Major Use Sub-Categories Typical Representative
Category Range Value
Industrial Industrial 210 50 10
Urban Commercial 10 to 50 50
Urban Residential 10 to 50 50
Rural Rural Residential 0.ito5S 0.5
Agricultural 0.01 0.01
Parkland 0.01 to 50 none (highly variable)
Parkland - forested 0.01 to 50 none (highty variable)
Remote 0 0
Remote - forested 0 0

* 1 hectare = 100 m x 100 m = 10,000 m?
The population density ranges tabulated above were established based on the following

reference population density estimates (in people per hectare):

50 - average value for urban residential suburb consisting of mixed single and multi-family
dwelling units (~5000 people per sq. km., City of Edmonton Planning Dept.)

- maximum design value for typical light industrial land or industrial park
(18 to 28 people per acre, De Chiara and Koppelman, 1975)

- representative value for land area immediately surrounding a high density campground
or trailer park sites (10 sites per acre, 3 to 4 people per site, with sites occupying 50% of
the total land area, De Chiara and Koppelman, 1975)

- representative value for land area designated as nature trail (2 miles of trail on 2.4 acres
designed for 50 people per mile of trail, assuming 50% utilization,
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DeChiara and Koppelman, 1975)

10 - overall average value for major urban centre (~160,000 dwelling units within city limits,
total land area ~700 sq. km., City of Edmonton Planning Dept.)

2  -representative value for land area designated as heavy industrial in the UK.
(200 people per sq. km., Crossthwaite et al. 1988)

- representative value for land area designated as golf course (18 holes on 150 acres used
by approximately 120 people at a time, De Chiara and Koppelman, 1975)

0.5 - maximum value for unrestricted county development (8 dwellings units per quarter
section of land, Provincial guidelines)

0.01 - typical value for farmland (1 dwelling unit per section of land)

The representative densities tabulated above, as developed from the sited density ranges, are
considered to be reasonable and conservative order of magnitude estimates of population
densities for typical cases of the designated land use categories. Given the extreme variability
associated with the Parkland land use categories it is recommended that densities be established
on a case by case basis.
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SERVICE INTERRUPTION FOR NATURAL GAS PIPELINES

If a service interruption with a duration of less than one month starts at or near the beginning of
the month, a flow reduction only occurs in the month in which it started. However, if the
service interruption started late enough in the month the interruption would not end until
sometime into the following month. When this occurs the effect of interruption on the month
in which it starts is reduced and a reduction starts to occur in the following month. If the
service interruption starts very late in the month (e.g. 11:59 P.M. on the last day) there is
virtually no reduction in the month in which the interruption starts aithough there can be a
significant reduction in the following month. The effect of interruption start time is illustrated
in Figure G.1. The left side of the figure shows a service interruption of approximately 15
days starting at three different times during the “first” month. The right hand side of the figure
shows the monthly reduction as a function of start time for the first and second months.
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Figure G.1 - Average Monthly Reduction for Natural Gas Pipelines (¢, < 1 month)

It is possible to calculate the average monthly flow reduction by integrating the monthly
reduction over the range of possible start times multiplied by the probability of the service
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interruption starting at that time. If it is assumed that there is an equal probability of a failure
starting at any time during a month, this integration is equal to the area under the monthly
reduction curves shown in Figure G.1.

If a service interruption with a duration of between one and two months starts at the beginning
of the month, the monthly reduction during the first month is equal to the level of the basic
service interruption. However if the interruption duration is greater than one month a reduction
will also occur in the second month. As the possible interruption start time occurs later in the
month, reduction for the month is less in the first month and the reduction in the second month
increases up to the level of the basic service interruption. Once this level of interruption is
reached the interruption starts to affect the third month. The affect of interruption start time for
interruption durations between one and two months is illustrated in Figure G.2. The left side
of the figure shows a service interruption of approximately 45 days starting at three different
times during the “first” month. The right hand side of the figure shows the monthly reduction
as a function of start time for the first, second and third months.

First 1
month

¢ T Time 2 8 Start Time

vor Second

month

T

0.5

Yo Third

month

0.5 -

) ot
1 2

r= Level of interruption (0.0-1.0) tn = 30.4375 days

Figure G.2 - Average Monthly Reduction for Natural Gas Pipelines (1< #i < 2 months)
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Tt is possible to calculate the average monthly flow reduction in the manner previously
described for interruption times of less than one month.

For service interruptions with durations longer than two months, the duration is reduced by an
even number of months until the new duration is between one and two months. The average
monthly flow reductions for the first, second and third months can then be calculated using the
method described above. However, in addition you also have the number of months by which
the original duration was reduced that have an average monthly flow reduction equal to the
level of the basic service interruption.
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HUMAN CAPITAL APPROACH TO LIFE VALUATION

M1 Introduction

The human capital approach is a commonly used method of estimating the economic value of a
statistical life (Mooney 1977, Marin 1986, Royal Society 1992). In this approach, the value of
life is taken to be equivalent to the present capital value of the loss of the output or eamings of
the person whose life will be lost as a result of higher level of risk (Marin 1986).

The economic value of life (EVOL,) based on this criterion is calculated in the following way: if
the economic value of the output (i.e. the earnings) in year i is E; and the probability of
surviving until year i is F,, then the EVOL of a person who would die at age n is given by

{Acton 1976)
Y, PE,
EVOL = Y =t H.1
;’ (A+r)y™" (F.1]
where r is a discount rate is used to obtain the present value of the earnings that would be lost
in future, and N denotes the total length of life in years. Note that the discount rate represents a
compound growth rate by which an amount of money invested at present will grow to a

prescribed value over certain period of time.

H2 Computation of the Economic Value of an Average Life

In this section, the EVOL is calculated for an average Canadian person. For this purpose, the
probability of survival (F,,) data is obtained from the life tables published by Statistics Canada
(1990¢). The annual average income of $22,810 and $14,532 for male and female,
respectively, is considered in the analysis (Statistics Canada 1990b). For people of age 65 and
over, average retirement earning of $18,624 and $13,376 for male and female, respectively, is
included in the calculation.
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The age at death, n, is considered to be equal to the average population age which is 34 years
for males and 36 years for females based on the population group surveyed in the year 1988
(Statistics Canada 1990a). The total length of life, N, is taken as 100 years which is consistent
with the Canadian life table. The EVOL is calculated separately for an average male and female
based on the conservative assumption that the rate of growth of the economic output of a
person and the discount rate are the same. (This assumpton is conservative in the sense that it
overestimates the value of life due to the fact that the discount rate is usually higher than the

income growth rate.) Eqn.[H.1] therefore reduces to the following simple expression:
160

EVOL= PE, [H.2]
in which E, is the average annual income per person which, as noted above, is assumed to take

one constant value prior to age 65 to reflect the earning years, and a lower constant value after
age 65 to reflect the retirement years.

The economic value of life based on Eqn. [H.2] and the stated income levels is calculated to be
$847 000 for an average Canadian male and $616 000 for an average Canadian female. The
final estimated EVOL of $732,000 is obtained by averaging the two values. It is noted that
there is considerable uncertainty is associated with the estimated EVOL due to variability in
eamings and earning potential, age at time of death, and the discounting rate. The calculated
value is, however, considered to be representative of the economic value of a statistical life.
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THE UTILITY FUNCTION

L1 introduction

This appendix contains the mathematical descriptions of the utility functions selected for the
project. Utility theory defines different functional forms that can represent different attitudes
toward risk and tradeoffs between attributes. The attitudes and trends that are considered
applicable for the present problem are discussed in Section 13.2 of the main report. The
functional forms corresponding to these attitudes are given in this Appendix. In each case, the
function contains some constants that can be determined from the decision maker’s response to
questions regarding simple choices involving uncertain options or tradeoffs between attributes.
The information required to define and verify these constants is given in each case. In
addition, the Appendix gives examples that demonstrate the application of utility functions in
evaluating different choices.

1.2 Single Attribute Utility Functions

L.2.1 Cost

As discussed in the main report, the utility function for cost is required to be 1) monotonically
decreasing, 2) risk averse, and 3) increasingly risk averse. A function that satisfies the above

conditions are given as follows (Keeney and Raiffa 1976):
w(e)=rky+k,lnlkz—c), c<ks [L.1]

where k.1, k2, kc3 are constants. To evaluate these three constants, three points on the utility
function must be given. The first two points are defined by scaling the function between two
arbitrary values. Utility is usually scaled in the range of 0 to 1.0, where a zero utility is
assigned to the worst possible outcome (i.e., maximum possible cost, denoted co) and a utility
of 1.0 is assigned to the best possible outcome (i.., the minimum possible cost, denoted c+).
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Note that the subscripts 0 and * are consistently used to denote the worst and best possible
values of an attribute, respectively. These two conditions lead to:

H(CG) - kc1 + ka ln(kc3 - C{)) =0 {I.Za]
and

ulen) =k +kolnlks —c) =10 [1.2b]
The third condition can be determined by asking the decision maker to specify the certain cost
that would be equivalent to a 50-50 chance at paying co or c+. This is called the certainty
equivalent of that lottery and is denoted ¢... By definition, ¢, must be greater than (co+c+)/2

for a risk averse function. Because the utility associated with the certainty equivalent is equal
to the expected utility of the lottery, a third point on the utility function can be defined as:

ko + ko InCkes — ¢ ) = 0.50k g + koo In(ks — o)1+ 0. Stk + ko In(ky —a)]  [L2¢]

Solving Equations [1.2] gives
kc3 - (C{)Ct + Ccez) / (CO + Ce ~ 2r:ce) s kc:3 > Ly {1.3a]
k.o =1/ 1n[(kez — o)/ Ches = €p)] [1.3b]
kg =1~koln(ks —ce) [L.3c]

After defining the utility function, it can be checked by calculating the certainty equivalents of a
number of lotteries and confirming that they are consistent with the decision maker’s

preferences.

As an example, consider a case in which ¢» = $2 million and ¢y = $12 million. Also assume
that the certainty equivalent of a 50-50 lottery at $2 million or $12 million is $9 million.
Equations [I1.3] can be used to calculate k. = -0.478, ko = 0.59, and k.3 = 14.25. The utility
function is then given by

u(c) = —0.478+0.59In(14.25-¢) , 2<c<12 [1.4]

This function is plotted in Figure 13.6 of the main report. Confirmation of the appropriateness
of the function can be achieved by calculating the certainty equivalents of some arbitrary
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lotteries and verifying that they are consistent with the decision maker’s preferences. For
example, the certainty equivalent of a lottery /; defined as a 50-50 chance at ¢ = $2 million or ¢
«= $7 million is $4.83 million. This is calculated by finding the expected utility of the lottery
using Equation [1.4] and then finding the fixed cost that has the same utility value using the
inverse of Equation [I.4]. Similarly, the certainty equivalent of a lottery & defined as a 50-50
chance at ¢ = $7 million or ¢ = $12 million is $10.21 million. If these values are consistent
with the decision maker’s preferences, then the utility function is adequate. Otherwise, the
value of ¢, can be redefined, the utility function re-evaluated and the confirmation process

repeated.

It is also worth noting that the lotieries /; and /; have the same range of $5 million, but /; has a
reference value of $4.5 million and I, a reference value of $9.5 million (see Section 13.2.2.1
for the definitions of reference value and range). The risk premiums for these lotteries are
$0.33 million for /; and $0.71 million for I; (see Section 13.2.2.1 for definition of risk
premium). It can therefore be seen that the risk premium increases with the reference value for
Jotteries having the same range, confirming that this utility function is increasingly risk averse.

1.2.2 Number of Fatalities

Rased on the discussion in Section 13.2.2.3 it was decided that a risk neutral (linear) utility
function should be used for the number of fatalities. This utility function is given by:

u(n)=1-n/n, {1.5]
where ng is the maximum possible (highest) number of fatalities. Equation {L.5] assumes that
the minimum number of fatalities n» is 0. It can be verified that this equation satisfies the

scaling conditions u(np) = 0 and u(ns) =1.0. ¥ npis equal to 10 for example Equation [1.5]
gives

wun)y=1-n/10, 0<n<10 [1.6]
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1.2.3 Equivalent Spill Volume

A risk prone utility function was selected for the equivalent spill volume. The function used is

as follows:
u(vy==k, +k, v, 0< ko<l (L7}

where ky1, kv, kya are constants. As in the case of cost, these constants can be evaluated

from the following conditions:

uvy) =k, +k,v,te =0 [1.8a]

u(v) =k, +k 2 =10 {1.8b]
and

k,+k v, e =0.5k, +k,v,*1+0.5k, +k,v.5] (1.8c]

where v« is the minimum spill volume, v, is the maximum spill volume, and v, is the certainty
equivalent of a 50-50 lottery at a spill volume of vg or v+. Solving Equations [1.8] and
assuming that v+ =0, leads to

k,,=In(0.5)/ (v, /vy), 0<k,>1 [1.9a}
k,=—1/vg [L.9b]
k, =1 [1.9¢]

Consider for example a case in which v« = 0 and vp = 1000 m3. Also assume that the certainty
equivalent v, of a 50-50 lottery at 0 or 1000 m? is 100 m3. Equations [1.9] can be used to
calculate ky1 = 1, kyz = -0.125, and k3 = 0.3. The utility function is then given by

u(v)=1-0.125v"* 0<v<1000 {1.10]

This function is plotted in Figure 13.7 of the main report. As in the case of cost, the
appropriateness of the function can be confirmed by calculating the certainty equivalents of
some additional lotteries. For example, the certainty equivalent of a lottery /; defined as a 50-
50 chance at v= 0 million or v = 500 m3 is 50 m3. Similarly, the certainty equivalent of a
lottery I, defined as a 50-50 chance at v= 500 m3 or v = 1000 m3 is 720 m3. If these values
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are consistent with the decision maker’s preferences, then the utility function is adequate. Itis
noted that this function is decreasingly risk prone as can be verified by calculating the risk
premiums for lotteries /; and L. These values are -200 m3 and -30 m3.

1.3 Multi-atiribute Utllity Function

Based on the preferential and utility independence trends explained in Section 13.2.3.2,itcan
be shown that a multiplicative utility function is appropriate (see Theorem 6.2 in Keeney and
Raiffa 1976). This form is given by:

u(c,n,v) =[(kk, u(c)+ D (kk, uln)+ DkkuW+D-11/k [1.11]

where u(c), u(n), u(v) are the single attribute utility functions discussed in Section 77.2, and &,
k., kp, ky are constants. The utility function is scaled between 0 and 1 so that:

u(Coattysvo) =0 {L.12a]
u(c,,n,v.) =1 [1.12b]

The constants &, ky, and k, are given by:

k, = u(Ca,ny,vy) » 0<k <1 [1.13a]
k, = u(cy,ne,vy) » 0<k, <1 [1.13b]
k, = u(cy,ny,v.) , 0<k, <1 [1.13¢]

These values can be assessed directly by the decision maker. Recall that the subscripts 0, *
represent the worst and best possible values of each attribute, respectively. Equations [1.12]
define the scale of the utility function: a utility of 0 corresponds to an outcome that consists of
the worst values of all attributes, and a utility of 1 corresponds to an outcome consisting of the
best values of all attributes. The constants in Equations [?2.13] represent the utility value, on
that scale of 0 to 1, associated with an outcome consisting of the best value of one attribute and
the worst values of the other two attributes. To determine &, for instance, the decision maker
must assign a utility value between 0 and 1 to an outcome consisting of the best consequences
in ¢ = ¢+ combined with the worst consequences in nand v (ie, n=noand v = vg). The
relative magnitude of the utility increases attached to improvements in single attributes reflect
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the tradeoffs between these attributes. For example if the decision maker assigns a utility value
of 0.2 to a cost saving of $10 million and a utility value of 0.4 to a reduction in the number of
fatalities of 10, it can be concluded that saving 5 lives in twice as desirable as saving $20
million, indicating that the value of a human life is approximately $2 million.

Once ke, kn, and k, are determined, k can be obtained by substituting ¢ = ¢+, n = nv and
v = v in Equation [I.11], and observing that u(cs) = ulns) = u(ve) = u(cs,ne,v+) = 0. This
lead to a quadratic equation from which & can be calculated as:

ok ok, )+ e, + bk, +k k)P — 4k de b, (k, + k, +k, = 1)

1.14
2k k k, 1.14]

It is noted that if k+k,+k, = 1, then k = 0. This results in simplifying the utility function to a
weighted sum of the three single attribute functions, and this means that there is no interaction
between the three attributes. If kc+kn+ky < 1, then k£ > 1. In this case it can be verified from
the utility function that raising all attributes simultaneously from their worst to their best values
has a more positive impact on the utility function than the sum of the impacts of raising each
attribute to its best value individually. It is therefore said that the three attributes are
complimentary, indicating that there is some added benefit in achieving good results
simultaneously in more than one attribute. A typical example of this trend is that of the general
who is fighting on both fronts. Winning on both fronts is a must, otherwise the war will be
Jost. On the other hand , if k.+knt+ky > 1, then k < 1. In this case raising each attribute from
its worst 1o its best value has a more positive impact on the utility function than raising all
attributes from their worst to their best values simultaneously. In this case it is said that the
attributes are substitutive. It indicates that there is some importance attached to achieving good
results in any of the attributes. A typical example is a corporation that markets two products,
and although it is desirable to do well in both, it is essential to do well at least in one in order to

remain in business.

Once the utility function is defined, it can be used to calculate some equivalent combinations of
the three attributes. As discussed for the single attribute utility functions, these values can be
used for verification or modification of the constants defined by the decision maker

(Equations{L.13}).
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.4 Example

An example can be developed by considering the three single attribute utility functions defined
in the examples given in Sections L.2.1 to 1.2.3 (Equations [L.4], [L.6] and [L.10]). For these
functions, the scale for the multi-attribute utility function is defined by substituting the
minimum and maximum values of the attributes in Equations [1.12], leading to:

#($12 million, 10 fatalities, 1000m’) = 0 {1.15a]
u($2 million, O fatalities,0m*) = 1 [1.15b]

The constants k., kn, and k, are assessed subjectively based on Equations [L.13] as:

k, = u($2 million, 10fatalities, 1000m*) = 0.2 [1.16a]
k, = u($12 million, O fatalities,1000m*) = 0.8 [1.16a]
k, = u($12 million, 10 fatalities,0m*) = 0.2 [1.16a]

Equation [1.14] gives k = -0.585. The utility function is then obtained by substituting these
constants into Equation {1.11]. This gives:

u(e,n,v) =1709[1— {1 - 0.117u(c)}{1 - 0.468u(n)} {1 - 0.117 u(v)}] (L.17]

where u(c), u(n), and u(v) are given by Equations [L4], [L.6] and [1.10].

Equation [?7.17] can be verified by calculating the utility values in Equations [1.16] and
verifying that they are equal to the values defined by the decision maker. In this case u($2
million, 10 fatalities, 1000 m3) = 0.2, #($12 million, O fatalities, 1000 m3) = 0.8, and u($12
million, 10 fatalities, 0 m3) =0.2. The utility function can then be used to calculate the utility
associated with any combination of ¢, n, and v. For example, #($5 million, 2 fatalities and 100
m?3) = 0.80, and u($2 million, 7 fatalities and 500 m3) = 0.44. Itis noted that 4($12 million, 0
fatalities, 1000 m3) = u(35 million, 2 fatalities and 100 m3) = 0.80, indicating that these two

combinations are equivalent.
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SUBJECTIVE EVALUATIONS OF CLEAN-UP EFFICIENCY AND COST

J.1
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